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We consider the problem of noninertial objects identification under nonparametric
uncertainty when a priori information about the parametric structure of the object is not
available. In many applications there is a situation, when measurements of various output
variables are made through significant period of time and it can substantially exceed the
time constant of the object. In this context, we must consider the object as the noninertial
with delay. In fact, there are two basic approaches to solve problems of identification: one of
them is identification in "narrow" sense or parametric identification. However, it is natural
to apply the local approximation methods when we do not have enough a priori information
to select the parameter structure. These methods deal with qualitative properties of the
object. If the source data of the object is sufficiently representative, the nonparametric
identification gives a satisfactory result but if there are "sparsity" or "gaps" in the space
of input and output variables the quality of nonparametric models is significantly reduced.
This article is devoted to the method of filling or generation of training samples based on
current available information. This can significantly improve the accuracy of identification of
nonparametric models of noninertial systems with delay. Conducted computing experiments
have confirmed that the quality of nonparametric models of noninertial systems can be
significantly improved as a result of original sample "repair". At the same time it helps to
increase the accuracy of the model at the border areas of the process input-output variables
definition.
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Introduction

Simulation of discrete-continuous systems is of considerable interest due to the practice
prevalence of situations when some components of the output variables are measured
through significant periods of time which are substantially bigger then the time constant
of the object. For example, transient process of dynamic object can be completed in
20 minutes, but output variable measurements are carried out after 2 hours. Here we
consider the problem of identification of multidimensional static systems with delay under
nonparametric uncertainty, when the model parametric structure of the process is not
known. In other words, the a priori information about the process under study is not
enough to more or less objectively define the model of the process within the parameter
vector. In this case, the identification of the problem can be considered in the framework
of nonparametric system [1]. It should be noted that further used nonparametric Nadaraya
— Watson estimation of regression function refers to the category of local approximation
methods as opposed to parametric methods.

In nonparametric identification of multidimensional static objects with delay quality
of the resulting model depends heavily on the initial data. Sample of observations of the
input and output variables can have a number of disadvantages [2]. They can be of different
nature, come out of measurement error, the functioning of the investigated process and
various control discreteness of input and output variables. Here we consider the problem
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of identification of stochastic systems when the sample of observations contains "sparsity"
in the regulated area of the process.

Note that for solving the problem of identification within the parametric approach, the
problem is not so acute. But in nonparametric identification it requires special attention.
In case of nonparametric identification there can arise a situation when the forecast of
output variable is inaccurate or even can not be calculated because of an uncertainty type
[0/0]. This is typical for the nonparametric regression function estimation on observations
that is used to solve this problem. To some extent, this is "payment" for the absence of the
stage of parametric structure definition of the investigated process model. The selection of
parametric structure within the parameter vector is a quite difficult task and it requires
significant research efforts.

The distribution of the observations sample in the space of input and output variables
plays an important role in nonparametric estimation. Often there is a need to supplement
the initial learning sample in order to eliminate the "sparsity" in certain subregions of
the investigated process. Below we discuss methods, techniques of supplement of the
initial learning sample, which, ultimately, lead to models improvement of the object under
nonparametric identification.

1. The Problem Statement

Consider a multi-dimensional static object with delay, its general scheme is shown in

Fig. 1[3, 4.
lé(l)
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Fig. 1. The General Scheme of the Investigated Object

In Fig. 1 we accepted the following notation: A is an unknown object operator, the
input vector of the object u(t) = (uy(t),us(t),...,um(t)) € Q(u) C R™ has dimension
m, the output variable vector of the object x(t) = (x1(t), x2(t),...,z,(t)) € Qz) C R"
has dimension n, t is continuous time, At is control discreteness of input and output
variables of the process; £(t) is a random noise vector; G*, G* are control units of input and
output variables with random noise g*(t), ¢*(t) which have zero mathematical expectations
and bounded variances; u; and x; are measurement of variables u(t) and x(t) at discrete
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time. Thus, by measuring the values of input and output variables, we obtain a sample
{u;,;,i = 1,5}, where s is the sample size, which is said to be the initial sample of
observations.

It is clear that, if we conduct another experiment on the same object, we get different
sample with another distribution of input and output variables in space of observations. In
particular, the subregion with large amount of observations may be replaced by sparsity.

The content of the identification problem is to construct a nonparametric model of
the investigated process based on available learning sample {u;,x;,¢ = 1,...,s} under
conditions of incomplete information, when it is difficult to parameterize the model. The
asymptotic properties of nonparametric estimations of regression functions have been
studied in detail in [5]. Analysis of smoothing properties of nonparametric estimations
of regression functions have been considered in sufficient detail in the monographs |6, 7|.
Note that the sparsity of the sample in the space of input and output variables should not
be confused with the gaps in the data. It is necessary to restore the sparsity areas due to the
internal properties of nonparametric Nadaraya — Watson estimation. However, it should be
clearly understood that generated elements included in the initial learning sample do not
contain information about the object, because they are not actual data obtained on-site.
We use these generated elements in computing nonparametric estimation to eliminate the
uncertainty of type [0/0]. Tt should be noted that we supplement the sample of observations
with new elements that are not measured on a real object, however, they are generated
on the basis of the initial learning sample which reflects properties of the real object.

2. Parametric Identification

In the construction of models of discrete-continuous processes there dominates a
parametric identification or identification in "narrow" sense [3, 4]. The parametric
identification of stochastic systems is based on two main phases: parameterization of the
model and estimation of the parameter vector with the sample of observations of input and
output variables of the process. In other words, in the first stage we select the parametric
structure of the model, for example:

Ta(t) = f(u(t = 7), ), (1)

where f is a certain function, « is a parameter vector, 7 is delay. At the second stage, we
estimate the parameters o on the basis of the available sample {u;, z;,7 = 1, s}. There are
many methods and algorithms to get these estimations [3].

In this way, the main difficulty lies in the choice of a parametric structure of the object
(1). This is the most difficult stage for researchers. Here it would be appropriate to recall
the phrase of Democritus: "Even a slight deviation from the truth, in the future leads to
infinite error".

3. Nonparametric Identification

In most cases, we have little information about the object and only a few qualitative
properties of the investigated object, such as uniqueness or ambiguity, the linearity of the
dynamic object or non-linearity and others. In this case, the a priori information is not
sufficient to select the parametric structure of the object. It is proposed to use identification
methods in a "broad" sense. On this occasion, professor N.S. Raybman in the preface to
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the book [4] mentions: "priori information about the object in the identification in a broad
sense is absent or very poor, so we have to previously solve the large number of additional
problems. These problems include: system parametric structure selection and model class
assignment...". As a model of the object we take the nonparametric estimation of the
regression function Nadaraya — Watson [1, 8]:

YT e (W — u))

ws(u) = S (2)
>ie1 Hj:l e (v — )
where bell-shaped function ®(c;'(uw/ —u!)), i = I, s and smoothing parameter c, satisfies
the convergence conditions [4, 5].
Parameter ¢, is determined by solving the problem of minimizing a quadratic criterion
of difference between the object and model output, based on a sliding exam when in the
model (2) the i-th variable is excluded:

s

R(cs) = Z(wk — zg(ug, c5))* — Hgn, k# 1. (3)

k=1

Estimation z,(u) (2) based on sample {u;,7;,i = 1,s} belongs to the class of local
approximations. Note that the function ®(c;'(uw/ —u?)), i = 1, s, j = 1, m has the following
property:
>0, if ¢ u?! —ul| <7,

®@WW—MD={ (4)

= 0, otherwise,

where i = 1,s,j = 1, m, 1 is a constant depending on the choice of a particular bell-shaped
function ®(c; ' (v —u])), the argument is determined by the values of (u/ — u]) and the
smoothing parameter cs. Value of the argument (c;!(u/ —u?)) of the bell-shaped function
with random value of v/ depends on the value of c,. For example, if we select a triangular

kernel as the bell-shaped function:

1— ¢ Mu? — ], if ¢ Hu? —ul] <1,

0, else,

¢@WW—%ﬂ={ (5)

then 1 = 1. Below, we discuss the c,-neighborhood of the point u = u/, j = 1, m for fixed
¢s. In the analysis of nonparametric estimation of the regression function from observations
(2) may arise situations when none of the elements of the learning sample {u;, ;,i = 1, s}
belongs to c,-neighborhood of u = w’, j = 1, m, which lead, in view (4), to uncertainty (2)
of the form [0/0].

Estimation z4(u') at the point v’ = (u),u),...,u! ) is restored on the basis of the
sample elements that are in the c¢,-neighborhood of the point u’. The obvious is the fact
that the accuracy of estimation depends on the number of items on which this estimation is
computed. In case when there are no elements of learning sample in the cs-neighborhood
of the point u/, it impossible to give the estimation. In this case there is a problem of
uncertainty of the form [0/0]. One possible way to get an estimation is to increase the
value of smoothing parameter ¢;. In some cases, it helps to provide a forecast (to avoid
uncertainty), but the forecast xs(u') can be inaccurate.
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The accuracy of nonparametric estimation (2) depends on the sample of observations
{u;, x;,1 = 1, s}. In many practical problems, even for the same process under investigation
the samples {u;, z;,i = 1, s} in different time intervals may differ significantly, which affect
on the accuracy of forecast zs(u). Hence, there is a problem of generating the working
learning sample based on the initial sample {u;, z;,7 = 1, s}. In the initial learning sample
there are sparsity and subregions with large amount of observations of the domain Q(z, u)
(Fig. 2).
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Fig. 2. Correlation Field of Input Variables for Initial Sample

In Fig. 2 subdomains with sparsity and boundary points where Nadaraya — Watson
nonparametric estimation (2) is inaccurate are marked with asterisks. Our task is to
algorithmically convert the initial sample shown in Fig. 2 into a working sample, for
example, shown in Fig. 3.
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Fig. 3. Correlation Field of Input Variables for Working Sample

Note that although we are interested in the case of m-dimensional vectors u € Q(u) C
R™, for the simplicity of visualization the two-dimensional vector u € Q(u) C R? is
presented in the figures.
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4. Method of Working Sample Generation

The main idea of generation of a working sample {@;, %;,i = 1, N}, N > s based on the
initial sample {u;, x;,7 = 1, s} lies in the fact that the sparsity of the field is complemented
by new sample items that are included in the working sample according to a particular
algorithm.

The idea of sample generation is the following: we generate working samples based on
initial observations using different methods. In particular, this idea is used in the bootstrap
methods [9]. Bootstrap methods are widely used in statistical analysis in estimating the
distribution parameters and hypothesis testing [10, 11].

Generally speaking, it should be noted that only the initial sample of observations
of input and output variables {u;, z;,i = 1,s} contains information on the investigated
process. We need the newly created elements only to improve the efficiency of
nonparametric models, because they are based on local approximation methods. It should
be understood that the generated new points do not contain information about the object.
Over time, when there are new real measurements of object variables, they are naturally
included in the initial learning sample.

Algorithm of generating new working sample is the following.

— Using initial sample {u;, z;,i = 1,5} find value of smoothing parameter c, by
minimizing the criterion (3) for c,.

— Denote by pj, the number of the sample elements {u;, z;,7 = 1, s}, which are located
in cs-neighborhood of the k-th element. In other words, choose those points of the sample
{wi, wi,1 = 1, s}, which satisfy the inequality: if [[7", ®(c; " (uz—u])) > 0, then the element
u; is in cgs-neighborhood of wy.

— Calculate the average number of elements p,,. in cs-neighborhoods of the original
sample elements using the following formula:

Pav. = 571 Z Pi- (6)
=1

— Calculate the Euclidean distance between all elements of the sample {u;, z;,7 = 1, s}:

m
d(ug,ug) = | > (ul —ul)?. (7)
1=1

Let Q' be a set of all distances d(u;,u;),i =1,s,j =1,8,7 > j.

— Select elements of the initial sample {u;,x;,i = 1, s} between which the distances d
are minimal. For example, {u;, r;,4 = 1,s1},5; < s. As it is shown by numerous numerical
studies, the size of new sample s; ranges from 1/2 to 2/3 of the initial sample size s. Among
all the elements of the set ' C Q we find the minimum value of dyin(u;, ;) and begin to
form a new sample set Q C Q, including in it the couple members u;, u;, and excluding
them from the set 2. Then find in the set Q' the following minimum distance between
elements of the initial sample, which is also included in the sample set. If dyn(u;, u;) =0,
then the elements u; and u; coincide, we include in the sample set only one element which
was not previously included. Repeat this procedure until a new set Q will not contain
about 70% of elements of the initial sample. We suggest to select 70% of the sample
due to numerous computational experiments. So, Q) is a set of all elements that make up
domains with a sufficient number of elements.
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— Check the following condition for all the elements of sample set €
Pk <pav.ak: 1;31- (8)

If (8) is satisfied, then we exclude the k-th element from the sample set €.

— Thus, all elements of the sample set Q are excluded from the original sample
{u;, 25,7 = 1,5}. We obtain the sample {u;, z;,5 = 1,5}, < s. All the elements of
the sample are located in sparsity subdomains. This sample also contains the boundary
elements.

Next, consider the generation of new elements to be included in the working sample
{@;,%,i =1,N}, N > s.

— Check the following condition for the sample size s': p; < pav,i = 1,s. If the
condition is satisfied, then we generate k elements in cs-neighborhood of the point u; |,
where k; = pa,. — pi,i = 1, 8. For example, if there are 7 elements (p; = 7) of the initial
sample {u;, x;,1 = E} in cs-neighborhood of the element u; and an average is 6 (pq,. = 6),
we do not generate any new element, but if p; = 4, then we generate 2 additional elements.
These elements 1, are generated according to the following rule:

aii:ug—i_clgcshj:17m7i:178/7k:17ki7 (9)

where C,‘z is a random variable distributed according to a uniform law in the interval [—1; 1],
uf is a value of input variables u;. In the cs-neighborhood of the point u; we generate
elements .

— For generated elements u = @ object output values x(¢) are not known, so for these
elements we calculate the estimation of the output variable x,(%) (2) based on the initial
sample {u;, z;,i = 1,s}. Thus, for each value of @, obtained by (9), we calculate the
estimation of z4(@). If there is a situation of uncertainty, i.e. in the cs-neighborhood there
are no elements, then we increase the value of smoothing parameter cs;. Generate elements
and the initial learning sample form a new working sample {@;,%;,i = 1, N}, N > s. So,
new working sample consists of observations {u;, x;,1 = E} and generated elements.

— New elements are randomly generated in cs-neighborhood of the initial sample
elements, so some of them may be located too close to each other, for example, the distance
between them is less than or equal to a sufficiently small value ¢, defined experimentally,
or even coincide. Such generated elements are not of interest, and they should be removed.
Note that we remove the artificially generated sample elements. To do this, we calculate
the value of the average distance between the points of the main sample {u;, z;,i = 1, s}:

dav. = ﬁzzd(uuuj% 1< j7 (10)

i=1 j=1

where d(u;, u;) is the distance between the elements u; and w;, which is calculated by (7).

— Determine the distance from the artificially generated element to all elements of
the new sample. Next, we find the value of the minimum distance d,, if dnin < €,
where € = ad,,, then this item is removed from the sample. The value of the coefficient
a is determined experimentally so that the size of the working sample in 1.5 - 2 times
bigger then the size of the initial sample {u;,x;,i = 1, s}. Thus, all the extra are deleted.
By selecting different values of the coefficient a, we can adjust the size of the generated
sample.

130 Bulletin of the South Ural State University. Ser. Mathematical Modelling, Programming
& Computer Software (Bulletin SUSU MMCS), 2017, vol. 10, no. 2, pp. 124-136



[MTPOTPAMMUWPOBAHUE

— After the working sample is generated, calculate estimation (2), defining a new value
of smoothing parameter ¢y according to (3). In (2) for values x; we use the object output
for the observations of the initial sample {u;,x;,i = 1, s} and model output value for the
generated elements, as for them there is no way to calculate the output value of the object.

Thus, the new generated sample elements are located in sparsity subdomains (Fig. 3).
The sample size is increased, on average, in 1,5 — 2 times, depending on the original sample
size. In calculation of the non-parametric estimation of regression function there is a large
number of observations in the cs-neighborhood of the initial observations sample, so we
improve the accuracy of modelling and eliminate uncertainty in calculations.

This method of the working sample generation can improve the accuracy of recovery
of nonparametric estimation of the regression function (2) for the boundary points due to
the fact that in the cs;-neighborhood of these points we generate some new elements.

The peculiarity of the above described method is that there is no need to specifically
allocate the boundary elements of the initial sample. However, it must be done in order to
estimate how accuracy of modelling is changed. This is easily done by statistical modelling
methods.

5. Computer Modelling

In computer modelling of supplement of the initial sample {u;, z;,i = 1,s} we get
the working sample {@;,%;,i = 1, N}, N > s. For the simplicity of visualization consider
two-dimensional vector v € Q(u) C R% Without loss of generality, let the investigated
object be described by:

x(u) :U1+U2+§, (11)

where ¢ is a uniformly distributed random noise:
§ = kO, (12)

where coefficient k& determines the level of interference, © is a random variable distributed
according to a uniform law with zero expectation in the range of [—1;1].

It should be noted that we take a uniform distribution law to toughen the simulation
conditions, because normal and similar law of distribution is more natural in practice. The
coefficient k, in fact, determines the percentage of interference. Thus, for example, for 5%
noise: k = 0,05.

Let the values of the input variables be distributed in the range of [0; 3]. Thus we have
a sample of observations {u;, z;,1 = m} The initial observations sample is generated
in such a way that in the space of input and output variables there are subdomains of
sparsity with a small number of items (Fig. 2).

Construct a nonparametric estimation of the regression function xs(u) (2) on the basis
of the initial sample of observations. Note again that the dependence of (11) is unknown,
but only the sample {u;, z;,7 = 1,100} is given. We present the following results when the
nature of the relationship is non-linear, and the dimension of the vector x is 10. But first,
let us consider the two-dimensional case in more detail.

We use the non-parametric model (2). If there is a situation of uncertainty of the
forecast at u = u’ based on the original sample of observations {u;,x;,4 = 1,100}, in c,-
neighborhood of the point u = u’ there are no sample elements, the forecast value z(u’)
is assigned to be equal to the expectation of the output variable z.
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As a result of the above-described methods we receive new sample {u;, Z;,4 = 1,281},
which includes elements of the original sample and generated, which now is called the new
learning sample. Then we conduct an experiment with this sample {i;, Z;,7 = 1,281} in
the sliding test mode. In addition, from (11) we generate a new sample {u;, z;,7 = 1,100}
uniformly distributed in the space of input and output observations and use it as the
examining sample.

The relative approximation error has the following form:

: (13)

where m, is the estimation of expectation of the output variable x, x; is the result of
measurement of output variable x when u = wu;, xy; is the value of nonparametric estimation
when u = u;.

In Table 1 the following notation is used: "before" is the relative error for the initial
sample, "after" is the relative error for the working sample, which includes the elements of
the original sample and generated with the proposed method, A is the number of elements
of examining sample for which it is impossible (because of an uncertainty [0/0]) to receive
the forecast based on the initial sample, B is the number of such elements based on the
working sample.

Table 1
Results of modelling of object (11)
Sample Error "before" Error "after" A B
Examining sample 0,363 0,141 28 0
Initial sample 0,136 0,096 4 0
Border points of the initial | 0,135 0,084 3 0
sample

As it can be seen from Table 1, the use of the working sample leads to two times
improvement of estimation accuracy in average. Furthermore, the use of the working
sample allows getting forecast for all examining sample points.

As we use the nonparametric models so parameterization is not required, these models
are robust to the type of nonlinearity. Consider the results of modelling of the nonlinear
object. Let the object be described by the following equation:

w(u) = u? — 2sinuy + &, (14)

where ¢ is a uniformly distributed noise (12), input variables u, ug € [0; 3] x [0; 3]. We use
(14) to generate the initial learning sample {u;, z;,7 = 1, s}.

The sample also contains sparsity. The size of the initial sample is 200 elements. Then,
using the above algorithm we generate new elements. The size of the working sample is
453 element. We carry out series of experiments similar to the case of simulation of linear
object. The results are shown in Table 2.
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Table 2
Results of modelling of the object (14)
Sample Error "before" Error "after" A B
Examining sample 0,838 0,237 4 0
Initial sample 0,212 0,113 0 0
Border points of the initial | 0,347 0,155 0 0
sample

As it can be seen from Table 2, we can not get the estimation for 4 elements of
the examining sample in the case of using the original sample. If we use the working
sample, generated using the proposed method, there is no uncertainty and we can get
the estimation for all sample elements. In addition, if we use the working sample, the
nonparametric estimation z4(u) is two times more accurate.

Consider results of the above experiments for the high dimensional vector u. Assume
that the investigated object has the form:

x(u) = 0,5u; — sinug + 0, 3u3 + uy — 0, 3us + ug + 2uy + 2 cos ug + ug + up + £ (15)

The size of the initial and examining sample is 300 elements. In the sample, as well
as in previous experiments, there are subdomains of sparsity and the lack of observations.
The results of similar experiments are shown in Table 3. As it is seen from the experiment
results, the use of the new working sample increases the accuracy of identification.

Table 3
Results of modelling of the object (15)
Sample Error "before" Error "after" A B
Examining sample 0,812 0,612 o1 0
Initial sample 0,427 0,277 1 0

6. A Practical Example

Consider the results of applying the proposed method by the example of the oxygen-
converter steel smelting process simulation. The process is described by the controlled and
uncontrolled variables. The controlled input variables are the following:

— material consumption, t: raw iron (uq), scrap (ug), lime (ug), broken electrodes (u4),
flux (us), agglomerate fluxed (ug), coal (ur);

— oxygen blowdown, m? (ug);

— heating oxygen, m3 (ug);

uncontrolled variables:

— the chemical composition of raw iron, %: silicon Si (1), magnesium Mn (), sulfur
S (p3), phosphorus P (ju4);

— temperature of iron, °C (us);

— converter load, t (u);

and output variables, which are responsible for the quality of the finished steel:

— metal turndown temperature, °C (z1);

— the chemical composition of the metal on turndown, %: aluminum Al (z5), carbon
C (x3), magnesium Mn (x4), sulfur S (z5), phosphorus P (xg).
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Thus, there are 15 input and 6 output variables which describe the investigated object.
We have 176 oxygen-converter steel heats. It is necessary to get a model of the process.
Due to the fact that the a priori information is not sufficient, it is proposed to use a
nonparametric estimation (2).

The simulation, as in the previous case, has two stages. At the first stage we use the
initial sample of observations, obtained by measuring the input and output variables of
the process, as a learning sample. At the second stage, using the proposed method we
generate new elements. The simulation results are presented in Table 4.

Table 4
Results of modelling of the oxygen-converter steel heats

Output variable Error "before" Error "after" A B
The metal turndown | 0,99 0,51 19 0
temperature (1)

Aluminum, Al (z5) 1 0,63 30 |0
Carbon, C (x3) 1 0,59 24 |0
Magnesium, Mn (z4) 0,95 0,64 18 |0
Sulfur, S (z5) 0,85 0,35 15 |0
Phosphorus, P (x¢) 1 0,49 18 |0

We use the proposed methodology to supplement the initial sample of observations.
Using of the new learning sample leads to improvement of modelling accuracy. It should
be noted that we make the estimation for all elements of the initial sample. For example,
for the variable z3 (carbon concentration) model provides a forecast for the whole sample.

Conclusion

The main purpose of this article is to improve the accuracy of nonparametric
identification by supplement the initial sample obtained on the real object with new
elements. It should be noted once again that the identification of noninertial process with
delay is carried out in conditions of nonparametric uncertainty, when it is impossible to
get the parametric model due to lack of a priori information. In many practical problems
the distribution of measurements of input and output variables of the object is often
substantially non-uniform, there can be subdomains of sparsity. Use of nonparametric
identification algorithms, based on Nadaraya — Watson estimation, leads to a rather rough
models, if the size of the initial sample of observations is small. Earlier, we noted that the
new generated elements of working sample do not replace observations on the object, but
from a computational point of view, significantly improve the accuracy of nonparametric
identification algorithms. We should also keep in mind that the new elements of the working
sample are generated on the basis of available initial observations, so they are indirectly
related to the object under investigation. In conclusion, we present the results of modelling
of the oxygen-converter steel smelting process. We apply the method of working sample
generation which allows to significantly increase the accuracy of the model.
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O HEITAPAMETPNYECKOM MOJAEJINMPOBAHUN MHOI'OMEPHBIX
BE3BIHEPIIMOHHBIX CUCTEM C 3AITIA3IBIBAHVNEM

A.B. Medsedes, E.A. Yoican
Cubupckuit enepaabublii yHUBEpCUTET, I. KpacHOsIpCK

PaccvarpuBaercsa 3amatia ugeHTuGUKAIAE OE3bIHEPITUOHHBIX O0BEKTOB C 3aIIa3/IbIBa-
HUEM B YCJOBUSX HEMapaMeTPUIECKON HEONPEIeIeHHOCTH, T.€. KOT/1a, AlIPUOPHBIE CBEIEHUS
0 TIAPAMETPUYECKON CTPYKTYpPE UCCIETYEMOTO OOHEKTA OTCYTCTBYIOT. BO MHOIHMX MpUIO-
KEHUAX BO3HMKAET CUTYallldsl, KOIA HM3MEDPEHHE TeX WJIM WHBLIX BBIXOJHBIX IIePEMEHHBIX
OCYIIECTBJISIETCS] Uepe3 3HATUTEILHBIE MTPOMEKYTKHA BPEMEHH W MOTYT CYIIECTBEHHO Tpe-
BBIIIATH IOCTOAHHYI BpeMeHU 06beKTa. B 3Toii CBA3M NPUXOOUTCA PACCMATPUBATH O0BEKT
Kak Oe3bIHEPIIMOHHBIN C 3ama3blBaHreM. B CyIHOCTH, i PEIeHns 33139 UIeHTU(DHKA-
LMK KCIOJB3YIOTCA JIBa OCHOBHBIX IOJAXOAA: OAMH U3 HUX — 9TO HAEHTH(DUKALUA B <y3-
KOM> CMBICJIe WU TapaMeTphuYIecKas HACHTH(MUKAIMS JHOO TPH HEIOCTATKE AllPHOPHBIX
cBeIeHUA A1 BHIOOPA NapaMeTPUYECKONR CTPYKTYPbl €CTECTBEHHO PUMEHHATh METOMAbL JIO-
KaJIbHOMH AIMITPOKCUMAIIAY, KOTOPBIE B MTOCIEIHEM CIy9Yae HUCIOJb3YIOT B KAYECTBE APUOP-

HBIX CBEJIEHUIl JINIIb KAYECTBEHHBbIE CBOMCTBA wHCCJEyeMoro obbekra. B ciyuae, eciu
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HCXOIHBIE JaHHbIE 00 06bEKTE JOCTATOYHO PEICTABUTENBHbBI, TO HEllapaMeTPHIeCKas UAeH-
TrUKALUs JAET YAOBJIETBOPUTEIbHBIA PE3yJIbTal, €CJU XK€ B IPOCTPAHCTBE BXOJHBIX U
BBIXOJHBLIX TMEPEeMEHHBIX UMEIOT MECTa PA3PEKEHHOCTH, TO KAUeCTBO HEMapaMeTPUIeCKUX
Mojiesieil CyIeCTBEHHO CHUKaeTcs. HacTosmasi craTbs MOCBAIIEHA METOINKE 3AMOTHEHS
WK TeHeparuu O0yYalonux BBIOOPOK HA OCHOBAHWK WMEIOIIEHCsT TeKyIel mHpOpMAaIun.
DTO IO3BOJSLET CYIIECTBEHHO IOBBICUTH TOYHOCTh HEIAPAMETPUYECKHX MOJEEH IPU HaeH-
Trpukauuyn O0e3bIHEPLUUOHHBIX CHCTEM C 3amasiblBaHueM. [IpoBeleHHbIE BBIYNCIUTEIbHBIE
9KCIEPUMEHTHI TIOATBEPINUIN, YTO KAYeCTBO HEMAPAMETPHUYECKUX MOAeael Oe3bIHepIMOH-
HBIX CHCTEM MOXKET OBITh CYIIECTBEHHO YJIYUIIIEHO B PE3Y/IbTATE <PEMOHTA> MCXOIHON BBI-
6opku. OIHOBPEMEHHO 3HAYUTEILHO TOBBIMIAETCS TOTHOCTH MOIEIN Ha TPAHUIE obaacTeit
oIpeie/IeHUs BXOAHBIX-BBIXOAHbBIX IIEPEMEHHBIX [IPOIECCa.

Karouesne cao6a: HENAPAMEMPUMECKET UCEHMUPUKAGUUA;, GHEAUS OGHHUT; 6ubOPKa;

KOMNbromepHoe MO@&/LUPOGCLHUE.
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