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The paper presents the results on numerical modelling of the quality of opto-electronic

detectors. In order to demonstrate a successful application of the proposed method of the

object base extension, we use examples of hierarchy analysis of generalized quality index

and integrated quality-price index. The proposed methodology allows reliable analysis the

number of objects up to 21�24, that is enough for the most practical cases of examination.
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Introduction

In his fundamental work [1] T. Saati conducted detailed statistical and psychological
research of validity and reliability of the hierarchy analysis method (Principal Component
Analysis � PCA), based on the theory of fuzzy sets. Justifying his theory, T. Saati wrote:
the process ". . . is usually called hierarchy, i.e., a system of layered layers, each of which
consists of many elements, or factors. The central question in the language of hierarchy is
the following: how much individual factors having the lowest level of the hierarchy in�uence
on the top (that is, on the common goal). The in�uence of all factors is unequal, therefore
it is necessary to determine an intensity of the in�uence, or, as we prefer to say, priorities
of factors. The determination of the lower-level factors priorities as to the goal can be
reduced to a sequence of problems about determination of priority for each level, and
each such problem can be reduced to a sequence of pairwise comparisons. . . . The theory
a model of the natural course of human thinking . . . " [1, p. 5].

However, in spite of the thoroughness of mathematical, statistical and psychological
study of the PCA method, the method has a serious drawback, which pointed out by the
author himself. So, in his work [1], T. Saati gives the values of 7 ± 2 as the maximum
number of compared objects, and there are only 9 ranks in the linguistic scale (1, 2, ..., 9).
Thus, an object base (that is, a set of compared objects with their technical characteristics)
is very limited.

Such a restriction, according to T. Saati, is conditioned by the psychological
characteristics of a person, and not by the mathematical di�culties. It is proved that a
person can not e�ectively assess the di�erences of more than 7-8 objects, and the proposed
nine-point scale of ranks was based on a double application of the trichotomy principle.

Also, let us note another problem of using the method. Let W be a matrix of
pairwise comparisons, which is constructed at the �rst step of the work. The problem is a
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coordination of the matrixW . In order to estimate the coordination ofW , the coordination
index CI = (λmax −m) / (m− 1) and the coordination relation CR = CI/CV (where CI
is a coordination index, CR is a coordination relation, CV is a coordination value for a
random matrix having the same order, and both values (CI and CR) should be not more
than 0,1) are calculated.

The average values of the coordination CV for random matrices having di�erent orders,
obtained by randomly choosing quantitative paired estimates of relative importance from
the scale 1/9, 1/8, 1/7, ..., 1, 2, ..., 9 and the formation of the inverse symmetric matrix
W , are given in [1, 3] (Table 1).

Table 1

Values of the coordination for random matrices having di�erent orders

Matrix order 3 4 5 6 7 8 9 10
Random
coordination

0,58 0,90 1,12 1,24 1,32 1,41 1,45 1,49

It is very di�cult to achieve acceptable coordination in matrices of large sizes, as from
7�9 elements. In addition, the values of random error given in Table 1 for the number of
compared objects 7÷ 10, are simply unacceptable.

1. Modifying the PCA Method to Extend the Object Base

In order to ensure the applicability of the PCA for a number of objects larger than
7�8, the method of expanding the object base of examination by joining the hierarchy
analysis solutions is proposed. The method is the following.

Suppose it is necessary to compare L objects of examination (factors)1 Z =
(z1, z2, ..., zL), where L ≥ 10. Then the following algorithm is proposed.

1. Choose the maximum of the set Z elements. In future, zmax is used as a reference
element.

2. Divide the set Z into subsets Zi such that for any i the number of elements in Zi is
not more than 5�6.

3. For each subset Zi, construct a matrix of pairwise comparisons Wi by usual PCA
method, in which the same zmax is used as a reference element.

4. Find eigenvalues and eigenvectors for all constructed matrices of pairwise
comparisons Wi.

5. Compare the maximum values of the obtained priority vectors with each other and
determine the coe�cients of di�erence ki.

6. Multiply all elements of the i-th priorities vector on the coe�cient of di�erence.
7. Draw a graph of the total priority vector for the entire set Z.
Thus, the proposed method allows to increase the number of compared objects up to

18�20. A simpli�cation of the coordination of pairwise comparisons matrices Wi is one of
the proposed method merits. In addition, according to Table 1, in the case of matrices
having lower dimension (6× 6) the random error decreases from 0,49 to 0,24 in comparison
with a matrix (10× 10).

1In the paper, the factors are variables xj , weighted sums of individual feature groups, quality indexes

J , Jk, etc.
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2. An Hierarchy of Generalized Quality Indexes Jq

In order to illustrate the proposed algorithm, we �rst consider a set of generalized
quality indexes Jq of opto-electronic detectors calculated in [5].

Let us illustrate the application of the proposed method of joining the results
of the hierarchy analysis method (PCA). As an example, we consider comparing the
characteristics of industrial �re alarm detectors. According to the examination procedure
developed in [4], the following features of examination objects are pointed out: quantitative
features (horizontal viewing angle, range, noti�cation time), existence features (anti-
sabotage zone existence, possibility to adjust the sensitivity), qualitative features (type
of detection zone).

After normalizing the characteristics and determining the weight coe�cients of the
quality functional, the following normalized values were calculated in [5]: the generalized
quality index Jq, the cost index P and the complex index "quality-price" J for 10 compared
devices (Table 2).

Table 2

Indexes of 10 compared devices

Detectors IO309-11
"Astra-5"
performed
by B1

IO209-24
"Astra-5"
performed
by B2

IO209-20
"Photon-
10A"

IO209-21
"Photon-
15A"

IO209-27
"Photon-
16A"

Device numbers 1 2 3 4 5
Generalized quality
index

0,592 0,629 0,335 0,464 0,581

Cost index 1,000 1,000 0,747 0,585 0,558
Complex index 0,796 0,814 0,541 0,525 0,570

Detectors IO 309-28
"Astra-
531"
performed
by IK

IO309-19
"Ikar-Sh"

IO309-16
"Ikar-5B"

IO309-9
"Photon-
10B"

IO309-10
"Photon-
15B"

Device numbers 6 7 8 9 10
Generalized quality
index

0,738 0,547 0,586 0,428 0,299

Cost index 0,935 0,745 0,494 0,747 0,584
Complex index 0,836 0,646 0,541 0,588 0,442

First, we draw a graph of Jq for 10 samples according to the data in Table 1 (see Fig. 1).
According to the proposed method, we divide the set of detectors into two subsets, which
according to the data in Table 2 for generalized quality indexes Jq (factors) take the form

Z1 =
(
0, 592 0, 629 0, 335 0, 464 0, 581 0, 738

)T
, (1)

Z2 =
(
0, 547 0, 586 0, 428 0, 299 0, 738

)T
. (2)

Note that both groups include the same reference element zmax = 0, 738.
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Fig. 1. Generalized quality index Jq

Let us construct the matrices of pairwise comparisons for both groups. According
to the usual PCA method, elements of the vectors (1), (2)are preliminary preordered
in descending order, matrix of pairwise comparisons is determined, eigenvalues and
eigenvectors are found, and then a reverse transition to the original order of factors is
performed.

For the ordered elements of the �rst group, we obtain

W1 =


1 3 4 4 5 6

0, 33 1 2 2 4 5
0, 25 0, 5 1 1 3 4
0, 25 0, 5 1 1 2 4
0, 2 0, 25 0, 33 0, 5 1 3
0, 17 0, 2 0, 25 0, 25 0, 33 1

 . (3)

The maximum eigenvalue for the matrix (3) is 6,233. Coordination index (CI) is 0,047,
and coordination relation (CR) is 0,038. Therefore, the matrix W1 is well coordination.

The �rst eigenvector of the matrix W1 (priority vector) has the form

V (1) =
(
0, 827 0, 414 0, 257 0, 236 0, 133 0, 075

)T
. (4)

Let us construct the matrix of paired comparisons for the second group of factors
ordered by decreasing:

W2 =


1 4 4 5 6

0, 25 1 1 3 5
0, 25 1 1 3 5
0, 20 0, 33 0, 33 1 3
0, 17 0, 20 0, 20 0, 33 1

 . (5)

The maximum eigenvalue for the matrix (5) is 5,249. Coordination index (CI) is 0,062,
and coordination relation (CR) is 0,055. Therefore, the matrix W2 is well coordinated.

The �rst eigenvector of the matrix W2 (priority vector) has the form

V (2) =
(
0, 878 0, 321 0, 319 0, 145 0, 076

)T
. (6)

Âåñòíèê ÞÓðÃÓ. Ñåðèÿ ≪Ìàòåìàòè÷åñêîå ìîäåëèðîâàíèå
è ïðîãðàììèðîâàíèå≫ (Âåñòíèê ÞÓðÃÓ ÌÌÏ). 2017. Ò. 10, � 2. Ñ. 74�82

77



S.V. Bukharin, A.V. Melnikov, V.V. Menshih

It is easy to see that the maximum elements in the expressions (5) and (6) are di�erent.
In order to join the MAI decisions, we de�ne the coe�cient of di�erence for the second
group (that is, k2 = 0, 942) and multiply the vector V (2) by k2. We obtain

V (2) =
(
0, 827 0, 303 0, 300 0, 136 0, 072

)
. (7)

Recall that the vectors V (1), V (2) were obtained by the PCA method after the ordering
of the factors by decreasing. We reverse the numbering of the factors in accordance with
their order in the initial set of detectors, "join" the priority vectors of both groups and
�nally obtain the vector of the generalized quality index Jq:

Jq =
(
0, 257 0, 414 0, 075 0, 133 0, 236 0, 827 0, 303 0, 300 0, 136 0, 072

)T
. (8)

Graphically represent the quality index Jq obtained by the modi�ed PCA method
(Fig. 2). It is easy to see that the di�erence between "good" and "bad" detectors is more
contrasting. It seems to be an additional convenience for the person who takes managerial
decisions when examining.

Fig. 2. Generalized quality index for modi�ed method of hierarchies analysis

3. The Hierarchy of Complex Quality-Price Indexes J

Now we consider a set of complex quality-price indexes J for 10 opto-electronic
detectors.

First, we draw a graph J for 10 samples according to the data in Table 2 (Fig. 3).
According to the proposed method, we divide the set of detectors into two subsets,

which according to the Table 2 for the complex quality-price indexes (factors) J have the
form

Z1 =
(
0, 796 0, 814 0, 541 0, 525 0, 570 0, 836

)T
, (9)

Z2 =
(
0, 646 0, 540 0, 588 0, 442 0, 836

)T
, (10)

Note that both groups include the same reference element zmax = 0, 836.
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Fig. 3. Complex quality-price index J

Let us construct the matrices of pairwise comparisons for both groups. According
to the usual PCA method, elements of the vectors (9), (10) are preliminary preordered
in descending order, matrix of pairwise comparisons is determined, eigenvalues and
eigenvectors are found, and then a reverse transition to the original order of factors is
performed.

For the ordered elements of the �rst group, we obtain

W1 =


1 1 1 4 4 5
1 1 1 4 4 5
1 1 1 2 2 3

0, 25 0, 25 0, 5 1 1 2
0, 25 0, 25 0, 5 1 1 2
0, 20 0, 20 0, 33 0, 50 0, 50 1

 . (11)

The maximum eigenvalue for the matrix (11) is 6,096. Coordination index (CI)
is 0,019, and coordination relation (CR) is 0,0038. Therefore, the matrix W1 is well
coordination.

The �rst eigenvector of the matrix W1 (priority vector) has the form

V (1) =
(
0, 601 0, 601 0, 445 0, 182 0, 182 0, 112

)T
. (12)

Let us construct the matrix of paired comparisons for the second group of factors
ordered by decreasing:

W2 =


1 3 4 4 6

0, 33 1 2 2 5
0, 25 0, 50 1 1 4
0, 25 0, 50 1 1 3
0, 17 0, 20 0, 25 0, 33 1

. (13)

The maximum eigenvalue for the matrix (13) is 5,124. Coordination index (CI)
is 0,031, and coordination relation (CR) is 0,028. Therefore, the matrix W2 is well
coordinated.
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The �rst eigenvector of the matrix W2 (priority vector) has the form

V (2) =
(
0, 856 0, 395 0, 237 0, 220 0, 086

)T
. (14)

It is easy to see that the maximum elements in the expressions (12) and (14) are
di�erent. In order to join the PCA decisions, we de�ne the coe�cient of di�erence for the
�rst group (that is, k1 = 1, 424) and multiply the vector V (1) by k1. We obtain

V (1) =
(
0, 856 0, 856 0, 634 0, 261 0, 260 0, 159

)T
. (15)

Recall that the vectors V (1), V (2) were obtained by the PCA method after the ordering
of the factors by decreasing. We reverse the numbering of the factors in accordance with
their order in the initial set of detectors, "join" the priority vectors of both groups and
�nally obtain the vector of complex quality-price index J :

J =
(
0, 634 0, 856 0, 159 0, 260 0, 261 0, 856 0, 395 0, 220 0, 237 0, 086

)T
. (16)

Graphically represent the complex quality-price index J obtained by the modi�ed PCA
method (Fig. 4).

Fig. 4. Complex quality-price index for the modi�ed hierarchy analysis method

Either as in the case of the hierarchies analysis of generalized quality index (see Fig. 2),
the di�erence between "good" and "bad" detectors is more contrasting compared to the
set of initial indexes (see Table 2). It seems to be an additional convenience for the person
who takes managerial decisions when examining.

Thus, we demonstrated the successful application of the proposed method of extending
the object base. As an examples, we considered the hierarchies analysis of the generalized
quality index Jq and the complex quality-price index J . It is well known that T. Saati
recommended to use the method only in cases when the number of objects is not more
than 7�9 [1]. We claim with con�dence that the proposed methodology allows reliably
analyze the number of objects up to 21�24, that is enough for the most practical cases of
examination.

80 Bulletin of the South Ural State University. Ser. Mathematical Modelling, Programming
& Computer Software (Bulletin SUSU MMCS), 2017, vol. 10, no. 2, pp. 74�82



ÏÐÎÃÐÀÌÌÈÐÎÂÀÍÈÅ

References

1. Saaty T.L. Decision Making for Leaders: The Analytical Hierarchy Process for Decisions in

a Complex World. Wadsworth, 1988.

2. Saaty T.L. Decision Making with Dependence and Feedback: The Analytic Network Process.
RWS, 1996.

3. Diligenskiy N.V., Dymova L.G., Sevast'yanov P.V. Nechetkoe modelirovanie i

mnogokriterial'naya optimizatsiya proizvodstvennykh sistem v usloviyakh neopredelennosti:

tekh-nologiya, ekonomika, ekologiya [Fuzzy Modelling and Multi-Criteria Optimization
of Production Systems in Conditions of Uncertainty: Technology, Economics, Ecology].
Moscow, Mashinostroenie, 2004. 397 p.

4. Bukharin S.V., Melnikov A.V. Klasterno-ierarkhicheskie metody ekspertizy ekono-micheskikh

ob'ektov [Cluster-Hierarchical Methods of Examination of Economic Objects]. Voronezh,
Nauchnaya kniga, 2012. 276 p.

5. Bukharin S.V., Maltsev S.A., Melnikov A.V. Metody neyronnykh setey v ekspertize

tekhnicheskikh sredstv okhrany [Methods of Neural Networks in the Examination of Technical
Means of Protection]. Voronezh, Nauchnaya kniga, 2016. 177 p.

Received January 25, 2017

ÓÄÊ 519.816 DOI: 10.14529/mmp170206

ÌÅÒÎÄ ÐÀÑØÈÐÅÍÈß ÎÁÚÅÊÒÎÂÎÉ ÁÀÇÛ ÝÊÑÏÅÐÒÈÇÛ
ÑØÈÂÀÍÈÅÌ ÐÅØÅÍÈÉ ÌÅÒÎÄÀ ÀÍÀËÈÇÀ ÈÅÐÀÐÕÈÉ

Ñ.Â. Áóõàðèí1, À.Â. Ìåëüíèêîâ2, Â.Â. Ìåíüøèõ2

1Âîðîíåæñêèé ãîñóäàðñòâåííûé óíèâåðñèòåò èíæåíåðíûõ òåõíîëîãèé, ã. Âîðîíåæ
2Âîðîíåæñêèé èíñòèòóò ÌÂÄ Ðîññèè, ã. Âîðîíåæ

Â ðàáîòå ïðåäñòàâëåíû ðåçóëüòàòû ÷èñëåííîãî ìîäåëèðîâàíèÿ êà÷åñòâà îïòèêî-

ýëåêòðîííûõ èçâåùàòåëåé. Ïðîäåìîíñòðèðîâàíà óñïåøíîñòü ïðèìåíåíèÿ ïðåäëîæåí-

íîãî ìåòîäà ðàñøèðåíèÿ îáúåêòîâîé áàçû íà ïðèìåðàõ àíàëèçà èåðàðõèé îáîáùåííîãî

ïîêàçàòåëÿ êà÷åñòâà è êîìïëåêñíîãî ïîêàçàòåëÿ êà÷åñòâî-öåíà. Ïðåäëîæåííàÿ ìåòî-

äèêà ïîçâîëèò ïðîâîäèòü äîñòîâåðíûé àíàëèç äî êîëè÷åñòâà îáúåêòîâ 21�24, ÷òî ïî-

êðûâàåò ïîòðåáíîñòè áîëüøèíñòâà ïðàêòè÷åñêèõ ñëó÷àåâ ýêñïåðòèçû.

Êëþ÷åâûå ñëîâà: ìåòîä àíàëèçà èåðàðõèé; îïòèêî-ýëåêòðîííûå èçâåùàòåëè; ïî-

êàçàòåëü êà÷åñòâà.
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