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PROCEDURE FOR CONSTRUCTING SOFT MODELS OF COMPLEX
SYSTEMS BY TIME SERIES
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The problem of creating models of complex systems for assessing their state is

considered. The analysis of approaches to construction of diagnostic models is given and

their features are marked. For a complex system with a hierarchical structure, a procedure

for constructing the models to assess its state using a scalar time series is proposed. In

this case, each hierarchical level is described by a lumped-parameter differential equation.

The procedure is based on the concept of soft modelling. The efficiency of the proposed

procedure is demonstrated by the example of constructing a model for assessing the state

of a complex heart rhythm regulation system.
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Introduction

The mathematical formalization of a complex system is an important task in solving
many problems in various subject areas [1–4]. The presence of an adequate model allows
one to make reliable estimates of the state of a complex object and the forecast of its
development. Depending on the availability of information about the properties of the
system, various approaches to the development of its models are possible [5–8].

To describe well-structured systems, analysis methods are traditionally used. The
methods consist in the sequential decomposition of the system into components and the
development of models of ever simpler elements based on known laws. This approach is
used, for example, in the design of complex technical objects [9–11].

In the absence of detailed information about the properties and reactions of the system
to the known input effects, there is a problem of creating a model based on incomplete
data (under uncertainty).

One of the approaches to solve this problem is the reconstruction of dynamic system
equations from time series [12–14]. The structure of the model is set by a universal
mathematical model without reference to the structure of the real object, and the
parameters are determined by the recorded output signals in the form of time series.

Recently, neural networks have been widely used as a universal model structure [15,
16]. However, the structure of the neural network itself makes it difficult to assess the
dynamics of the phase variables of the studied system, which reduces its prognostic and
diagnostic value.

Various reconstruction methods are proposed and justified in nonlinear dynamics on
the basis of Takens’ theorem [8, 17, 18]. The system of differential equations with included
nonlinearity is chosen as a universal mathematical structure. But such a model does not
have the property of global stability and is characterized by numerous parameters that do
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not have physical meaning. In addition, a significant disadvantage of this approach is the
need for multiple differentiation of the initial time series to estimate the parameters of the
model.

In addition, in both cases, a priori information about the nature of dynamic processes,
which can be identified from time series analysis or from other sources, remains unclaimed.

A priori information, in the case of its correct use, can improve the adequacy of the
model structure and solve the problem of incorrect evaluation of its parameters.

The purpose of this article is to develop a procedure for constructing models of complex
systems over time series based on a priori information.

1. Simple Models of Complex Systems

There are two ways to model representation of complex systems: microscopic
and macroscopic approaches. The first approach involves construction of corresponding
analytical models based on a detailed analysis of the functions of each part of the system.
In the second case, the emphasis is on the effects of the collective behavior of all parts.
Microscopic analysis of complex systems either leads to a system of differential equations
of large dimension, or is generally impossible due to the lack of necessary information.

However, there are cases when a complex system at a macroscopic level shows a fairly
simple behavior [19, 20]. First of all, this refers to complex systems that demonstrate an
oscillatory character. It should be noted that in most practical cases, these systems have
structural stability, i.e. keep the oscillatory mode with small changes in their parameters.

The indicated behavioral features of the selected class of systems allow us to use the
concept of soft modelling [21–23] for their description, based on the synergetic paradigm. It
postulates the existence of relatively simple basic models that describe oscillatory processes
in various fields of knowledge. A classic example is the Van der Pol equation.

The choice and justification of the structure of basic models is carried out on the
basis of well-known physical laws that underlie the functioning of the considered dynamic
system. The parameters of the structural and functional models obtained in this way are
determined on the basis of the recorded time series.

Next, we consider a class of systems that can be represented in the form of a hierarchy
of the structure of connected functionally complete blocks. Moreover, each functional block
is distinguished by its unique time of elementary processes occurring in it. Thus, in addition
to functional, there is a temporary hierarchy in the considered class of systems. These
limitations are inherent in most real control systems.

The procedure for creating a model consists of the following steps.

1. Based on a priori information, a generalized structure of a complex system
is constructed in the form of related subsystems. The assumed nature of the
relationships between the subsystems is specified.

2. Using the registered time series, the characteristic times of the processes in the
selected subsystems are determined and, in accordance with them, the necessary
length of the recorded time series is calculated.

3. The leading (setting) subsystem is distinguished, and the characteristic time of the
processes in it is determined.
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4. Based on a priori information about the nature of functional subsystems, the
structure of a suitable model is selected from the class of basic models that describe
oscillatory processes and have structural stability.

5. Stability is investigated and critical parameters are determined for each model of the
selected subsystem.

6. Parametric identification of all models is performed using regularization methods.

7. The state of the subsystems of a complex system is estimated by the parameters of
their models.

The implementation of the proposed procedure is considered on the example of
constructing a model to assess the state of a complex system of heart rate regulation.

2. Generalized Structure of a Complex System

The object of modelling is a complex system of blood flow regulation. From the
standpoint of synergetics, such a system has a lot of degrees of freedom. However, in
the process of natural evolution, several main degrees are distinguished, to which all the
others are adjusted. Therefore, models of a limited composition of subsystems reflect the
basic properties of the entire complex system.

From experimental observations it was found that in the frequency range from 0,095 Hz
to 1,6 Hz there are four physiologically justified energy peaks in the spectrum of cardiocycle
signals. This means that in a time scale approximately equal to one minute, there are four
almost periodic oscillatory subsystems that provide blood flow regulation [20, 24]. Table
1 shows the frequencies whose physiology of origin is the most studied.

Table 1

Frequencies of oscillatory processes and functions of physiological subsystems

Frequency (Hz) Physiological function
1 Contraction of the heart muscle (heart activity)

0,2 Respiratory activity
0,1 Myogenic activity
0,03 Neurogenic activity

The main frequency of the signal, which prevails in the signals of the cardiocycle (ECG,
blood pressure, sphygmogram), is about 1,1 Hz and corresponds to the heart rhythm. The
frequency range of 0,12 – 0,4 Hz is a well-known range of respiratory activity in physiology.
The respiratory movements of the chest are quite rhythmic. Myogenic regulation leads
to the fact that smooth muscle cells continuously respond to changes in intravascular
pressure. The constant activity of the autonomic nervous system (neurogenic activity)
serves to maintain the basic level of vascular interaction (the so-called tone).

The heart rate regulation system using the selected subsystems is shown in Fig. 1.
Fig. 1 shows that each physiological mechanism manifests itself as a separate almost

periodic process, which we can observe at the macroscopic level. In an integrated form,
the functioning of all these subsystems is reflected in the dynamics of vessels. The heart
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Fig. 1. The mechanisms of regulation of the cardiovascular system

and lungs form the input in the form of pressure, and the other two subsystems change
the vascular tone. Therefore, we choose vessels as the main object of modelling.

Further, we believe that the oscillations observed in cardiac signals occur autonomously
in each subsystem [25–27]. Then, mathematically, subsystems can be described by
autonomous oscillators, and their contribution to the overall dynamics is additive.
Therefore, in a first approximation, we assume that the relationships between the
subsystems are linear.

To construct a model of cardiovascular regulation, the electrical activity of the
heart (ECG), blood pressure in the artery and sphygmogram of the radial artery were
simultaneously measured.

3. Development of the Structure of Basic Models of Functional

Subsystems Dynamics

Since all the considered subsystems operate in the limit cycle mode, we will take
equation (1) as the basic structure of the models, the parameters of which in the considered
problem have obvious physical meaning:

ẍ+ F (X) · ẋ+ a · x = 0. (1)

Here ω0 =
√
a is the frequency of the fundamental harmonic oscillation, F (X) is the

oscillation attenuation coefficient, where X is the vector of possible arguments of the
function. From this equation, by setting the appropriate type of function, one can obtain
various model equations, for example, Van der Pol or Rayleigh. The function F (X) can
be constructed on the basis of the features of the system.
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Several model equations are known that mathematically describe limit cycles. The Van
der Pol equation is most commonly used. We use this equation as the structure of models
of neurogenic and myogenic regulation.

A feature of the other two subsystems is their inertial character, which leads to a
decrease in the amplitude of oscillations with increasing frequency. A combined model
that takes this phenomenon into account is constructed using the equations of Van der
Pol and Rayleigh together and has the form

ẍ+
[

ε1
(

x2 − r20
)

+ ε2
(

ẋ2 − ω2
0r

2
0

)]

· ẋ+ ax = 0. (2)

It should be especially noted that if the model of respiratory activity seems to be an
autonomous generator, then the oscillations of the vessel walls occur under the influence of
blood flow pressure. Given the filtering properties of the heart muscle, the current pressure
is presented in harmonic form. The form of pressure on the walls of the vessel, taking into
account the direct and reflected waves in the first approximation, take the form of a
sinusoidal function with a frequency exceeding twice the frequency of pulse oscillations.
Then the pulse dynamics model can be represented in the dimensionless form

ẍ+ (ε1(x
2 − r2) + ε2(ẋ

2 − ω2
0r

2))ẋ+ ax = Fconnect, (3)

where x is the linear movement of the vessel wall; r is the restriction on the movement
of the vessel wall; ω0r is the limitation of the speed of movement; ε1, ε2 (ε1 < 0, ε2 < 0)
are the constant coefficients; a is the parameter describing the stiffness (elasticity) of the
vessel wall (a > 0); Fconnect is the connection function describing blood flow pressure,
Fconnect = b cos 2ω t.

Therefore, the procedure for identifying the structure of the model is completed. The
resulting soft model of heart rate regulation has a hierarchical structure, the levels of which
are determined by the values of the periods of characteristic oscillations of the subsystems.
Models of neurogenic and myogenic activity are described by autonomous Van der Pol
equations, while other models have a combined Van der Pol–Rayleigh structure, and the
equation of dynamics of the vessel wall has a non-autonomous form.

At the next step, it is necessary to perform an analysis of the stability of periodic
modes and determine the possible ranges of variation of model parameters.

4. Stability Analysis of the Periodic Solution to Model Equations

The stability analysis of periodic solutions is carried out according to the methodology
presented on the example of the analysis of the dynamics model of the vessel wall.

The aim is to study the possible behavior of the model under variations of various
parameters a, b, r, ω, ω0, ε1, ε2, due to the adaptive properties of the body.

We represent (3) in the form of Cauchy. By entering a variable y = ẋ, we get

ẋ = X(x, y) = y,

ẏ = Y (x, y) = −ax− ε0y − ε1x
2y − ε2y

3 + Fconnect.
(4)

Next, we obtain the equations of the periodic trajectory and determine the Lyapunov
exponent for assessing the stability of the periodic trajectory depending on the parameters
of the system.

System (4) can be represented as

ż = A(t)z + F (t, z), (5)
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where

z =

[

x

y

]

, A(t) = A =

[

0 1
−a −ε0

]

, F (t, z) =

[

0
−ε1x

2 − 3ε2y
2 + b cos 2ω t

]

.

Solution (5) with initial conditions z0 can be found in the form of a series in powers
z0 with time-dependent coefficients using the method of successive approximations. The
first approximation is the solution of the linearized system

ż(1) = A(t)z(1), (6)

the m-th approximation is a solution to the system

ż(m) = A(t)z(m) + F (t, z(m−1)). (7)

Let Φ(t) is the fundamental matrix of solutions (6), then the solution to system (7) is
given by the formula

z(m)(t) = Φ(t)







z0 +

t
∫

0

Φ−1(τ)F (τ, z(m−1)(τ))dτ







. (8)

We define the fundamental matrix of solutions Φ(t), taking into account the fact that
the roots of the characteristic equation are complex conjugate, that is λ1,2 = −ε0/2 ±
√

(ε0/2)
2 − a = α± jβ. In this case, Φ(t) is determined by the expression

Φ(t) = eAt = eαt
[

A− αI

β
sin β t+ I cos β t

]

, (9)

where I is unit matrix size 2×2. For system (4) we have

eAt = eαt
[

ε0/(2β) sin β t + cos β t 1/β sin β t

−a/β sin β t −ε0/(2β) sin β t+ cos β t

]

. (10)

When determining the periodic trajectory, we choose the zero initial state. The first
approximation of the solution to the system is determined by the expression z(1)(t) =
Φ(t)z0 = 0. Find the second approximation x(2)(t), y(2)(t):

x(2)(t) =
b

β

t
∫

0

eα(t−τ) sin β t cos 2ωτ dτ,

y(2)(t) = −ε0b

2β

t
∫

0

eα(t−τ) sin β t cos 2ωτ dτ + b

t
∫

0

eα(t−τ) cos β t cos 2ωτ dτ.

(11)

Applying the integration formula by parts and trigonometric identities
2 cosA cosB = cos(A − B) + cos(A + B), 2 sinA cosB = sin(A − B) + sin(A + B),
we define:

Js(γ) =

t
∫

0

eα(t−τ) sin(β t+ γτ)dτ = −1
/

(γ2 + α2)[γ cos(β + γ) t+

+α sin(β + γ )t] + eα(t−τ)
/

(γ2 + α2)[γ cos β t + α sin β t],

(12)
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Jc(γ) =

t
∫

0

eα(t−τ) cos(β t+ γτ)dτ = 1
/

(γ2 + α2)[γ sin(β + γ) t−

−α cos(β + γ )t]− eα(t−τ)
/

(γ2 + α2)[γ sin β t− α cos β t],

(13)

where γ is an additional parameter entered for ease of integration.
Then (11) takes the form

x(2)(t) =
b

2β
{Js(γ1) + Js(γ2)} ,

y(2)(t) = −ε0b

4β
{Js(γ1) + Js(γ2)}+

b

2
{Jc(γ1) + Jc(γ2)} ,

(14)

where γ1 = −β − 2ω, γ2 = −β + 2ω.
Since α = Re{λ1,2} < 0, then lim

t→∞

eαt = 0. Expressions for x(2)(t), y(2)(t) include

terms containing eαt. The equations of the periodic trajectory are obtained, if these terms
are not taken into account, i.e. ϕx(t) = x(2)(t)

∣

∣

eαt=0
, ϕy(t) = y(2)(t)

∣

∣

eαt=0
.

After some transformations we get

ϕx(t) = A cos 2ω t+B sin 2ω t, ϕy(t) = −2ωA sin 2ω t + 2ωB cos 2ω t, (15)

where the coefficients A and B are determined by the expressions

A =
b(a− 4ω2)

(a− 4ω2)2 + 4ω2ε20
, B =

2ωε0b

(a− 4ω2)2 + 4ω2ε20
. (16)

Let us analyze the stability of the periodic trajectory (15). The trajectory of the second-
order system has two Lyapunov exponents, one of which is zero, and the other must be
negative for the stability of the trajectory. In the two-dimensional case, the Lyapunov
exponent can be determined explicitly from the expression

λ =
1

T

T
∫

0

[

∂X(ϕx(t), ϕy(t))

∂x
+

∂Y (ϕx(t), ϕy(t))

∂y

]

dt, (17)

where T is a period (for the studied system, the trajectory period is T = π/ω).
For system (4) ∂X(x, y)/∂x = 0, ∂Y (x, y)/∂y = −ε0 − ε1x

2 − 3ε2y
2, where we define

∂Y (ϕx(t), ϕy(t))/∂x, and then λ:

λ = −
[

ε0 +
1

2
(ε1 + 12ε2ω

2) · (b
2(a− 4ω2))

2
+ 4ω2ε20b

2

((a− 4ω2)2 + 4ω2ε20)
2

]

. (18)

We study the Lyapunov exponent λ for various values of the parameters a and b. We
chose the following values of the remaining parameters: ε1 = −0, 3; r = 0, 065; ε2 =
−3, 37; ω = ω0 = 6, 125 [26]. The results are presented in Table 2.

In Fig. 2, the phase portrait of the nonautonomous system (4) is presented for the case,
which is obtained using the Matlab simulation system. Note that when constructing the
phase portrait, the non-autonomous system (4) was reduced to autonomous by introducing
an additional phase variable Q = 2ω t.

It can be seen from Fig. 2 that, in addition to a stable periodic trajectory, an unstable
periodic trajectory also exists in the system. Trajectories inside an unstable periodic
trajectory contract to a stable periodic trajectory represented by equations (15).
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Table 2

The values of the Lyapunov exponent

a
3,0 3,1 3,2 3,3 3,4 3,5 3,6 3,7 3,8 3,9

b

0 –0,2401 –0,2198 –0,1988 –0,1771 –0,1548 –0,1318 –0,1081 –0,0838 –0,0588 –0,0331

5 –0,2193 –0,1976 –0,1751 –0,1520 –0,1281 –0,1035 –0,0782 –0,0522 –0,0254 0,0020

10 –0,1963 –0,1730 –0,1489 –0,1241 –0,0985 –0,0721 –0,0450 –0,0171 0,0115 0,0409

15 –0,1707 –0,1457 –0,1198 –0,0931 –0,0656 –0,0373 –0,0081 0,0218 0,0526 0,0842

20 –0,1421 –0,1151 –0,0873 –0,0585 –0,0289 0,0016 0,0330 0,0653 0,0985 0,1325

25 –0,1101 –0,0809 –0,0508 –0,0198 0,0122 0,0452 0,0791 0,1140 0,1499 0,1867

30 –0,0740 –0,0424 –0,0098 0,0238 0,0585 0,0943 0,1311 0,1689 0,2077 0,2476

35 –0,0333 0,0011 0,0366 0,0732 0,1109 0,1498 0,1898 0,2309 0,2731 0,3165

40 0,0131 0,0506 0,0893 0,1293 0,1705 0,2129 0,2565 0,3014 0,3475 0,3948

45 0,0661 0,1072 0,1496 0,1934 0,2386 0,2850 0,3329 0,3820 0,4326 0,4844

Fig. 2. Phase portrait of the system (4)

Note that for the values of the parameters a and b at which the exponent λ approaches
zero, the simulation results do not always confirm the conclusions regarding the stability of
the periodic trajectory made on the basis of formula (18). In this case, for a more accurate
estimation of the exponent λ, one should find the third approximation of the solution by
formula (8), and then determine the equations of the periodic trajectory, assuming eαt = 0
in the obtained ones x(3)(t), y(3)(t). Next, find the refined expression for λ in accordance
with (17) and use it.

An analysis of equation (3) with the connection function shows that a stable periodic
trajectory which is described by equations (15) appears for some values Fconnect = b cos 2ω t

of the parameters in the system. The stability of the periodic trajectory can be judged
by evaluating the Lyapunov exponent by formula (18). If the parameters included in the
connection function are such that the Lyapunov exponent of the periodic trajectory is
negative, then this mode of operation of the vessel can be considered normal. When,
with a change in the parameters of the connection function, the periodic trajectory of the
system approaches the stability boundary, the Lyapunov exponent approaches zero. At

Вестник ЮУрГУ. Серия ≪Математическое моделирование
и программирование≫ (Вестник ЮУрГУ ММП). 2019. Т. 12, № 4. С. 82–94

89



S.I. Suyatinov

some parameter values, the periodic trajectory may turn out to be unstable, which is a
sign of incorrectness of the obtained form of the soft model.

5. Identification of Model Parameters

The identification of the parameters of the obtained models is carried out on the
basis of the recorded biosignals of the cardiac cycle in the form of time series. For models
of autonomous generators, the initial information is an electrocardiogram. This signal
is passed through bandpass filters tuned to the vibration spectra of the corresponding
subsystems. For example, to isolate a signal characterizing respiratory activity, the filter
passband should be in the range of 0,12 – 0,4 Hz. The time series obtained after filtration
are used to obtain the parameters of the corresponding models.

To identify the parameters of a non-autonomous model of the dynamics of the vessel
wall, two signals are used: the signal of the pressure change in the vessel as the input and
the sphygmogram as the output.

Parametric identification techniques, including those using regularization, are well
developed. Due to their bulkiness, they are not given here.

The obtained hierarchical model of regulation of blood flow in a vessel in the form
of differential equations reflects in more detail the state of the cardiovascular system in
comparison with the known non-hierarchical models [8, 25].

Conclusion

A characteristic feature of complex systems is the uncertainty of their internal
structure, which prevents the construction of rigid models. The proposed procedure for
constructing soft models of complex systems is based on a priori knowledge about the
features of the functioning of subsystems and uses the synergistic paradigm of basic models.

A possible implementation of the steps of the proposed procedure is shown by the
example of constructing a model of the cardiovascular system.

It should be noted that the main content of the structure of the cardiovascular system
is the presentation of the effects of various sources of oscillations on the dynamics of the
vessel (object). Many technical systems have a similar structure.

Therefore, this procedure can be used in the construction of models of complex
technical systems. In particular, one of the promising areas of application of the proposed
procedure is the diagnosis of the state of metal structures under the influence of vibrations
formed by various generators.
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ПРОЦЕДУРА ПОСТРОЕНИЯ МЯГКИХ МОДЕЛЕЙ СЛОЖНЫХ
СИСТЕМ ПО ВРЕМЕННЫМ РЯДАМ

С.И. Суятинов, Московский государственный технический университет
им. Н.Э. Баумана, г. Москва, Российская Федерация

Рассмотрена проблема создания моделей сложных систем для оценки их состо-

яния. Приведен анализ подходов к построению диагностических моделей и отмечены

их особенности. Для сложной системы, имеющей иерархическую структуру, предложе-

на процедура конструирования по скалярному временному ряду моделей для оценки

ее состояния. При этом каждый иерархический уровень описывается дифференци-

альным уравнением с сосредоточенными параметрами. В основу процедуры положена

концепция мягкого моделирования. Работоспособность предложенной процедуры про-

демонстрирована на примере конструирования модели для оценки состояния сложной

системы регуляции сердечного ритма.

Ключевые слова: сложная система; мягкое моделирование; базовые модели;

сердечно-сосудистая система.
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