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In this paper, we present two new P-type and D-type iterative learning control (ILC)
update laws for linear stochastic systems with random data dropout modeled with a
Bernoulli random variable. We prove that the P-type and D-type ILC update laws converge
to the desired input in the almost sure sense. We show that the convergence conditions of
the inputs corresponding to the P-type and D-type ILC update laws for networked control
systems are the same. We present the performance comparison of the P-type and D-type
ILC update laws. In this comparison, we conclude that the P-type ILC update law is more
effective than the D-type ILC update law for networked control systems.

Keywords: iterative learning control; D-type; P-type; data dropout; metworked control
linear system.

Introduction

For systems that can control an identical work at a limit time in a repetitive manner,
iterative learning control (ILC) is an efficient method. In ILC, the information of the
previous iteration is used to generate input of the next cycle. Hence, tracking performance
improves when the number of iterations increases. The idea of ILC follows from the article
[1]. Three essays [2-4] led to further research on ILC. Today, there exists a lot of literature
on various topics about ILC, such as [5-15|. ILC is an important field of smart updating
law that can be used in practice, for instance, see [16-23|.

Besides, network control systems (NCSs) are widely used recently. In NCS, the
information can transmit by the communication channels. Therefore, data dropout often
occurs in NCSs due to the congestion of network or node failures. The main issue is
how good performance can be guaranteed under severe transmission conditions, e.g. data
dropouts. For literature about ILC and NCS systems, see the survey [24], which is devoted
to ILC for systems with incomplete information.

Note that most of the articles on NCSs, in a way, are not consider the randomness of
data dropouts during the proof process of convergence.

In this article, for linear stochastic systems with random data dropout modeled by a
Bernoulli random variable, the new P-type and D-type ILC update laws are characterized.
We show convergence of the P-type and D-type ILC update laws with random data dropout
in the almost sure sense. Randomness of data dropouts is considered. We specify that the
convergence conditions of the inputs corresponding to the P-type and D-type ILC update
laws for networked control systems are the same. Performance comparison of the P-type
and D-type ILC update laws is investigated. In this comparison, we conclude that the
P-type ILC update law is more effective than the D-type ILC update law in networked
control systems.
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The paper is organized as follows. Section 1 gives definition of the system and problem
statement. Section 2 presents the P-type ILC update law and its convergence analysis. We
study the D-type ILC update law and its convergence analysis in Section 3. In Section 4,
we present the illustrative simulation. Finally, Section 5 summarizes the results and draws
conclusions.

Let us give some explanations on notations used in the paper. Transposition of a
matrix or a vector is denoted by the superscript 7. We refer to almost sure, infinitely
often, independent and identically distributed, with probability one as a.s, i.o, i.i.d and
w.p.1, respectively. Finally, ||.|| represents the Euclidean norm.

1. Definition of System and Problem Statement

Consider the linear system given by the following state-space equations:

ot +1) = A(t)ze(t) + B(t)ur(t) + pu(t + 1), (1)

where the index k denotes the number of an iteration, the argument ¢ € [0, N| indicates
the discrete-time index, zx(t) € R™ is the system state, ug(t) € RP is the input signal of the
system, and y,(t) € R? is the measurement output of the system. The random variables
U(t) € R? and pi(t) € R™ are the measurement and system noises, respectively.

If yq(t), t € [0, N], characterizes the desired output trajectory, then ey (t) = ya(t) —yx(t)
indicates the tracking error.

In deterministic systems, the general purpose of the control is to construct the ILC
algorithm to generate the input such that the output of the system can track the desired
output.

In the case of stochastic systems, there exist the measurement and system noises that
can not be predicted and eliminated by any algorithm. Therefore, in stochastic systems,
we can not expect that yi(t) — y4(t) — 0 V¢ when k tends to infinity. Hence, in stochastic
systems, the control aim is uy(t) — uq(t) — 0 V¢ when k — oo.

System (1) is considered under the following assumptions.

Al. As a necessary condition for proving the convergence [25], the matrix C(t+1)B(t)
has the full-column rank V.

A2. Since yq4(t) is realizable, then, for any y,(t), there exist the desired input u4(t) and
the desired state x4(t) such that

za(t +1) = A(t)za(t) + B(t)ua(t), (2)
ya(t) = C(t)za(t).

A3. The (i.i.d) sequence {ux(t),k=1,2,...} is independent of the (i.i.d) sequence
{V(t),k =0,1,...}, and both are sequences of white Gaussian noises with zero mean
value such that sup,E||u(t)]|* < oo, sup,E||dx(t)||” < oo, lim L5 u(t)pi (t) = R, and

n—oo " 1T

)
A4. The (ii.d.) sequence of initial states {zx(0)} is such that Ezy(0) = z4(0),

3
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Furthermore, {Ux(t),k=0,1,...}, {zx(0),k=0,1,...}, and {u(t),k=0,1,...} are
independent of each other.

In this article, without loss of generality, it is assumed that the network exists in the
output channel only, and the input channel transmits the data well.

The random data dropout can be simulated with a Bernoulli random variable. For this
purpose, ax(t) is introduced as follows:

ax(t) :{ 1, if yp(t) is well transferred, -

0, otherwise.

Let R such that 0 < R < 1 be the probability of successful transfer of the measurement
output yi(t) for all ¢ and k.

If ag(t) = 1, i.e., yx(t) is well transferred, then ey (t) = ya(t) — yx(t) can be computed
for the update. If ay(t) = 0, then no tracking error can be found for the update.

In this article, we present the P-type and D-type ILC update laws for networked control
systems. We investigate convergence analysis of the P-type and D-type ILC update laws.
This kind of convergence analysis is new. We show that convergence conditions of the
inputs related to the P-type and D-type ILC update laws for networked control systems
are the same.

2. P-type ILC Update Law

For discrete-time-varying linear system (1), the P-type ILC update law is as follows:
U1 (t) = up(t) + G B (E + 1), (4)

where G, is the learning gain matrix, {r;} is a decreasing sequence that reduces the effect
of stochastic noises and satisfies the following conditions:

rk—>0,rk>0,2rk:oo,2r,%<oo. (5)

k=1 k=1

Also, {ry} ensures input convergence with zero error in the almost sure sense and also
suppresses the effect of stochastic noises when the number of iterations increases.
In (4), we define E, (t) as

O A ©

For a matrix A,,x,, we define the infinity norm ||.||  as follows:

n
1Al = max " ayl, ai; € 4,
7j=1

1<i<m 4

where a;; denotes an element of the matrix A.
Now, investigate the convergence analysis of P-type update law (4) by Theorem 1.

Theorem 1. Consider law (4) for wupdating the input of system (1). If
I —rpG:C(t+ 1)B(t)|l, <1, Vt, then ug(t) — uq(t), Vt w.p.1, as k — oo.

||OO
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Proof. From (4), (6) according to (1), (2), and taking the norm, we have
[Aurs1(t)lloe < 1 =GOt + 1) B(t)|| o | Aun(t) [ o+
el Gl NC (4 Do 1B oo /| Ark (£)]] o+
el oo [|Gell ol (E 4+ Dl [ICTE + Dl oo [1BE) |0 | At (8) [ o0+
el 1Gell ol (4 Dl [ICTE + Dl [[AE) | oo [ Az (8) | o+
el 1Gell ol (4 Dl [ICTE + Dl o121 (E 4+ Dl oo+
7kl oo [|Gell ol (& 4+ Dl o [[04(E + 1| o a5
According to (1) and (2), we have

t—1 t—1

| Ay (t) FAG N B @) |0 | A () +Z HIIA o) 1) o a-s. (8)

z:O =i+1 =0 j=1

~+

i—1
Here H A(j) = An)A(n — 1)...A(i), Yn > i and [ A(j) =
j=i
Substltutmg (8) into (7), we have

1Awa ()] < I = 1G O+ DB [[Aur (@)l o + 175l [|Gell o [CTE + Do X
X[ B() | oo 1Ak ()| oo + Ik | N Gell o vk (4 D[ []CEAD 1 B )| oo [ A (8) |+

t—1 t—1

Hrklloo [Gillo llan (D) [[ [ CEHD N AW o [g(g AN B @)l > .
X[ A ()] o]+ 7kl o | Gell oo ek (E+ D NC (E 4+ D) | N AR [ )

<[> (11 A M) Tl o] + 7l ol Gell o e (4D G 1€ (E4+1) | X

=0 j=i
Xt + Dl o + I7nlloo[|Gello ot + Dl 19 + Dl ca-s.
Let us prove that klim | Aug(t)||, = 0. To this end, we use mathematical induction.
—00
Initial step. In (9), let t = 0:

[Auk1(0)]l < I = 1£GoC (1) B(O) || o | Ak (0)| o + Ikl oo I Goll 1€ (1)l
X[ B(0)[| o [l Aur(0) ]| + H?“k||oo||GoHooHak(1)HooHC(l)HOOHB(O)HOOHAW(O)H
17l oo | Golloo law (W o [C M oo TAON o 2 (0) g + 78l o |Gl o [k (1) [l o0
X[[CM) ol (Do + 78l oo [|Goll oo e (D) [ 191 (1) | 5.
Note that |lax(1)||, is bounded because (1) is a Bernoulli variable, and its norm is

bounded. Also, [|ux(0)|lo, Ilpx(1)], and [|[9%(1)|,, are bounded because white noises
functions 1 (0), pr(1), and 95 (1) are continuous on [0, N]. Therefore, concerning klim rE =
—00

(10)

0, we conclude that

17kl oo [1Goll o llaw (W I C (D) [loo AN ol (0) | = 0 w.p-1,
175l oo 1Goll o lor (W NC ) o [ 20 (D] o = 0 w.p. 1,

In (10), Aug(0) is the input error vector, therefore, its norm is bounded. Hence, concerning
lim r, = 0, we conclude that

k—o00
1750l o N Goll oo [|C D] [BO) | o | Aur (0) [ o — 0
7%l 1 Goll el (W I C (D 1 B(0) [ | Aur (0) || o = 0 w.p.1 when k — oc.
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Let oy = |[I — riGoC(1)B(0)]| ., 0: = 0,1 =2, 3, ..., e, = ||Aug(0)|| ., and ¢, = 0,
under the assumption of Theorem 1 namely, I — rkGo (1)B(0)||, < 1, and Lemma 1
of the paper [26], from inequality (10), we conclude that khm | Aug(0)]|, =0

— 00

Inductive Step. Suppose that klgl; |Aug(n)||, =0 for n =0,1,...,t — 1. The purpose
is to show that klggo | Aug(n)||, = 0 for n =t.

In (9), similar to initial inductive, we have ||rg|| |G|l llow(t +1)]||C(E+ 1),
|pe(t+ 1) = 0, w.p.l and ||rel| |Gl Nlew(t + 1) 19k(t +1)]|, — 0, w.p.1. Also,

t -1

note that in [> (I |A(U)Il.)le(@)|l], the number of sum terms is finite because
i=0 j=i

i = 0,1,...,t, t € [0,N], where N is the given length of each iteration, hence

[i (t]:[1 NAG k()] o] is bounded. Therefore,

=0 j=i

174l [|Gell ol (E + DI O + D[ [[A() Z H A ) lr@Dllc] = 0, w.p.1.
=0 j=1

Taking into account the assumption of induction klim |Aug(i)||, =0, Vk, Vi=0, 1, ..., t—
—00

1, w.p.1, therefore, we have

el [Gelloo et Dl [C T+ | A %
< (IT IADIDIBO N Au @) ] = 0, w.p.1.

i=0 j=itl

Since Awuy(t) is the input error vector, then its norm is bounded. Therefore, since
hm r, = 0, we conclude that ||74|| |Gl . ICt+ D) NB@)| | Aug(t)]],, — 0 and

H?“kH 1Gllollek(t + D [[CE + Dl N B@)] ol Aun(t)] o = 0 w.p.1 when k — oo.
Set o1 = [ —r,G,C(t+1)B(t)| ., 0i =0,1=2,3, ..., ex = ||Aui(t)] ., and ¢, =0,
taking into account ||/ —r,G,C(t + 1)B(t)||,, < 1 and Lemma 1 of the paper 26|, from

inequality (9), we conclude that klim | Aug(t)||, =0, w.p.1. -
—00

Therefore, P-type ILC update law (4) converge in the almost sure sense. Next section
presents the D-type ILC update law and proves its convergence in the almost sure sense.

3. D-type ILC Update Law
For system (1), the D-type ILC update law takes the form

uk+1(t) = uk(t) + Tth[Ek (t + 1) — Ek (t)], (11)

where G, is the learning gain matrix, and {r} is the agent that reduces the effect of
stochastic noises as (5). In (11), we indicate E, (t) as (6).

Remark 1. Note that this research tries to show that the convergence conditions of the
P-type ILC update law and D-type ILC update law for networked control systems are the
same, and we present a new way of convergence proof.

Theorem 2. Consider law (11) for wupdating the input of system (1). If
|1 —rpG,C(t+ 1)B(t)||, <1, Vt, then up(t) = uq(t), Vt w.p.1, as k — oo.
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Proof. Due to (6), from (11) we have
uk+1(t) = uk(t)+rth[Ek(t+1)—Ek(t)] = uk(t)+Tth[Oék(t+ 1)€k(t+1)—04k(t)6k(t)] (12)
Therefore, we have

AU ()]l < 1 = 1eGeC(E+1) B(8)]] oo [ Atk () oo + 174 | oo [| Gell o [|C(E41) | X
X[ B ool Aur () |l | oo | Gl o [l (1) [ o HC(tJrl)H 1B ool A ()

Fllrello |Gl Nl (E+ Do [CTEHD) [ 1AM ST 114G Miee) 1Bl >

1=0 j=t+1

X[ Auk (i) | o HITk Nl oo 1Gell o [en () oo IC D) oo 1A o S (T AG) l1e)

1 -1 e (13)
><||uk(i)HOOH||7“k||oo||GtHooHozk(t)HooHC(t)Hoo[;)(,BHl A oe) 1B (@)l >

X[ Au (i) || o] + HmHoo||Gt||oo!|ak(t)lloo!|0(t)Hoo[izt;) (tﬁt FAG o) e ()] ]+

F 17kl oo Gelloo Nl + Dl 1CTE + Dl st + Dl g + 174l oo Gell o >
X flew(t + Dl 196 + Dl + Imrlloe 1Gilloo (@)l [19%(8)]] o a5

Using mathematical induction and taking into account the proof of Theorem 1, we conclude
that lim ||Auk(t)||, =0, w.p.1.
k—o0 0
Therefore, we investigated the convergence of the D-type ILC update law. Also, we
showed that the convergence conditions of both P-type and D-type ILC update laws for
networked control systems are the same.

4. Illustrative Simulations

This section shows an example. We compare performance of the P-type and D-type
ILC update laws. The dynamic of a linear system is as follows:

z1(t + 1) = 21(t) + 0,0100x4(t) + 1 (t + 1),
To(t + 1) = z9(t) — 1,3421z5(t) + 0, 0378u(t) + (¢t + 1), (14)
y(t) = z(t) + (1),

where x;(t), z2(t) are the states of the system, u(t) is the input of the system, y(t) is the
output of the system. The whole iteration length is 1 s, i.e. N = 100. The desired output
is y4(t) = 3(sin(55) + 1 — cos(25)), 0 < ¢ < 100. The initial input is ug(t) = 0, V. Also,
G (t), «(t) and ¢(t) are the system and measurement noises of the system, respectively,
that have normal distribution N (0, 0, 022).

Let us illustrate performance of the P-type and D-type ILC update laws. Also, we
show the advantage of the P-type ILC update law compared with the D-type ILC update
law.

First, we investigate the convergence properties of the D-type ILC update law and
the P-type ILC update law. The probability of successful transfer of the output is ﬁ’ ie.
R = 0,9. We consider the learning gain matrix to be L, = 50, and assume that the agent

that reduces the effect of stochastic noises is r, = m.
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Fig. 1. Outputs of the P-type and D-type ILC update laws at the final iteration: R=0,9
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Fig. 2. The average absolute tracking error of the outputs of the P-type and D-type ILC
update laws along the iteration axis, R=0,9

Fig. 1 shows the final outputs of the P-type and D-type ILC update laws, where green,
red, and blue curves indicate the desired output, the final outputs of the P-type and D-
type ILC update laws, respectively. According to Fig. 1, the curves of the output of the
P-type ILC update law and the desired output almost coincide, while the curves of the
output of the D-type ILC update law and the desired output do not coincide. Therefore,
the P-type ILC update law converges to the desired output when R = 0,9, while the
D-type ILC update law can not quickly converge to the desired output when R = 0, 9.

We plot the average absolute tracking error along the iteration axis in Fig. 2. The
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& ||ek<t>||oo>

average absolute tracking error is determined by |lexll, = Qﬂ# in the k-th
iteration. Obviously, there exists a significant difference regarding performance between
the two algorithms.

Although the probability of successful transmissions in the output channel is high,
performances of the P-type and D-type ILC update laws are different, even if there are
no data dropouts. For a more thorough study of the P-type and D-type ILC update laws,
we consider different probabilities of data dropout. In order to specify performance of the
algorithms with different probabilities of data dropout, we compare the P-type and D-type
ILC update laws. We run algorithms in 300 iterations.

We present the average absolute tracking error of the D-type ILC update law
concerning different dropout probabilities, R = 0,9;0,7;0, 5, and 0, 3 in Fig. 3. Obviously,
under all probabilities of data dropout, the average absolute tracking errors of the D-type
ILC update law along the iteration axis are not decreasing almost uniformly, and there
exist a lot of error variations.

045

R=0.9

02 : : : : AL S
f
i
[
015
I
!

Lo i
01 I W vty N Yooy
! 1l 1

Averaged absolute tracking error of outputs of D-type ILC update law with different rates

0.05
0 50 100 150 200 250 300
Iteration number

Fig. 3. The average absolute tracking error of the outputs of the D-type ILC update law
with R =0,9;0,7;0,5 and 0,3

Finally, the case of the P-type ILC update law is illustrated in Fig. 4. Under different
probabilities of data dropout, the average absolute tracking errors of the P-type ILC
update law are more overlap than those in the case of the D-type ILC update law, because
there exists a small number of error variations in the P-type ILC update law. On the
contrary, there are a lot of error variations in the D-type ILC update law.

Conclusion

In this paper, we present new P-type and D-type ILC update laws for stochastic linear
systems with random data dropout. We model random data dropouts by a Bernoulli
random variable. Also, we investigate the convergence of the P-type and D-type ILC
update laws in the almost sure sense. We show that the convergence conditions of the
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Averaged absolute tracking error of outputs of P-type ILC update law with different rates

0 50 100 150 200 250 300
r

Fig. 4. The average absolute tracking error of the outputs of the P-type ILC update law
with R =0,9;0,7;0,5 and 0,3

inputs corresponding to the P-type and D-type ILC update laws for networked control
systems are the same. In addition, we investigate performance comparison of the P-type
and D-type ILC update laws. In this comparison, we conclude that the P-type ILC update
law is more effective than the D-type ILC update law in networked control systems.
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MATEMATNYECKOE MOJAEJIMPOBAHINE

YAK 517.977.5 DOI: 10.14529/mmp200206

HOBBIE SAKOHbBI OBHOBJIEHU A VIIPABJIEHNA NTEPATVBHBIM
OBYYEHUNEM P-TUIIA 1 D-TUITA J1JIA CETEBBIX CUCTEM
VIIPABJIEHUS CO CJAYYANHBIMU BBIMTAJIEHNAMU JAHHBIX

C.A. Hadocagu', A. /Teaasapxarapu

Mesncknit yausepcurer, r. Vess, Upan

B sroit craThbe MBI IpejicTaBIIsSeM JBa HOBBIX 3aKOHA OOHOBJIEHUs YIIPABJIEHUS UTEpa-
tuBHBIM 00ydenueM (YUO) P-tuna u D-tuna mjist JIMHEHHBIX CTOXACTHYECKHX CHCTEM CO
CJIyJaifHBIM BBIIAJIEHIEM JIAHHBIX, MOJEJINPYEMBIM ciydaiiHoi Beaundunoii Bepuysmm. To-
Ka3bIBaeTCsI, YTO 3aKoHbI 00HOBJIeHUsT ¥ VIO P-Tuna u D-ruma cxosgrest K Ke1aeMOMy BXOJLY
oYuTH HaBepHOe. Mbl HOKA3bIBAEM, UTO YCJIOBHS CXOAMMOCTHU BXO/I0B, COOTBETCTBYIOIINX 3a-
koHam obnosJiearst YO P-tuma u D-tuma jijist ceTeBbIX CHCTEM YIPABJICHUsI, OJMHAKOBBI.
CpaBHUBAIOTCST TPOU3BOIUTENHLHOCTH 3aKOHOB 06HOBIeHUsT YO P-Tumna u D-tuna. B atom
CPaBHEHUU MBI IPUXOUM K BBIBOJLY, UTO JIJIsl CETE€BBIX CHCTEM YIIPABJIEHUs 3aKOH OOHOBJIE-
vust YO P-runa 6osiee acpdexrusen, yem 3akon obuoseHust ¥ 1O D-rturma.

Karoueswie caosa: ynpasienue umepamushowm obyswenuem; D-mun; P-mun; svnaderue
QAHHBLT; AUHETHAA CUCTIEME CEMEBO20 YNPABAEHUA.
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