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We develop an approach to constructing a new high-accuracy hp-version of the least-
squares collocation (LSC) method for the numerical solution of boundary value problems
for elliptic equations with a coefficient discontinuity on lines of different shapes in a
problem solution domain. In order to approximate the equation and the conditions on
the discontinuity of its coefficient, it is proposed to use the external parts and irregular
cells (i-cells) of the computational grid which are cut off by the line of discontinuity from
regular rectangular cells. The proposed approach allows to obtain solutions with a high
order of convergence and high accuracy by grid refining and/or increasing the degree of the
approximating polynomials both in the case of the Dirichlet conditions on the boundary
of the domain and in the case of the presence of Neumann conditions on a large part of
the boundary. Also, we consider the case of the problem with a discontinuity of the second
derivatives of the desired solution in addition to the coefficient discontinuity at the corner
points of the domain. We simulate the heat transfer process in the domain where particles
of the medium move in a plane-parallel manner with a phase transition and heat release at
the front of the discontinuity line. An effective combination of the LSC method with various
methods of accelerating the iterative process is demonstrated: the acceleration algorithm
based on Krylov subspaces; the operation of prolongation along the ascending branch of
the V-cycle on a multigrid complex; parallelization. The results are compared with those of
other authors on solving the considered problems.

Keywords: numerical method; elliptic equations; coefficient discontinuity; conservation
law; high accuracy.

Introduction

Numerical simulation based on the solution of equations describing processes of various
nature has achieved significant success. In particular, when simulating some of them taking
place in physically homogeneous media, a high accuracy of solving the equations describing
them is often achieved. However, in reality, many physical media are heterogeneous.
They may contain discontinuities in physical parameters that affect the quantitative
characteristics of the solution results. Simulation of heat transfer in structures made of
dissimilar materials, processes with abrupt phase transitions are common applied problems
with a discontinuity in the thermal conductivity coefficient [1,2]. Interest in such problems
has been growing recently in connection with the creation of new materials and their
research |2]. Thermophysical processes and their effect on the components of composite
materials play an essential role in matters of their strength. Examples of solving elliptic
equations with a discontinuous coefficient can be found in electrostatics, when simulating
multiphase flows, describing solidification processes, and in other applied problems [3].

In the presence of discontinuities in the coefficients of equations in the computational
domain, many numerical methods significantly lose their accuracy or do not allow at
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all to obtain a convergent solution using the same computational resources as in the
absence of such features. In order to achieve increased accuracy in solving problems with
discontinuities in physical parameters, the numerical and other approximate methods
must have certain properties that differ from those of methods suitable for constructing
classical smooth solutions. It is known that one of them is the requirement that the
applied method for solving the problem should approximate the conservation laws with
sufficient accuracy, the consequences of which are the solvable differential equations [1,4].
For example, the approximation of the conservation law by the finite difference method
(FDM) allows to obtain second-order numerical solutions of the heat conduction equation
with discontinuous coefficients [1|. This is relatively easy to achieve in the case of a
discontinuity front in the form of a straight line passing through the grid nodes. To achieve
the same accuracy of numerical solutions to problems in the case of a curvilinear front, the
numerical algorithms include additional techniques, for example, “of front straightening”.
Numerical simulation of processes in physical media in the presence of discontinuities in
their parameters, the search for new algorithms in this direction, and the development of
existing ones [3,5] remain an urgent task.

This paper is devoted to the development of a new conservative hp-version of the
LSC method with the approximation of the integral conservation law, the possibility of
refining the grid steps and/or increasing the degree of the approximating polynomials.
To approximate the equation and conditions for the discontinuity of its coefficient, which
in the case of the heat transfer process take place from the requirement that the heat
conservation law is fulfilled, the proposed algorithm uses irregular parts of the cells of the
computational grid, which are called i-cells here, cut off by the discontinuity line from
regular rectangular cells. At that, we use the possibility available in the LSC method to
require that neighboring pieces of an approximate piecewise polynomial solution satisfy
simultaneously different matching conditions, which makes it easy to take into account the
features of the problem. For simplicity, we consider only the case of a square domain and
the solution of several problems when the line of discontinuity of the equation coefficient
is straight or curvilinear. A similar idea of using irregular cells was successfully applied in
the LSC method for solving boundary value problems in irregular domains with increased
accuracy when constructing a solution in cells near the outer boundaries and, in the case
of multi-connectivity, inner boundaries of the domain [6,7]|. In many cases, this approach
avoids the appearance of small and/or elongated cells, which is essential for the numerical
solution of ill-conditioned problems [6].

1. Conservation Law for Elliptic Equation
First of all, consider the Dirichlet problem for the elliptic equation in the square

domain 2 with the boundary 6¢2

aixl(k(x1,$2)aa—xul)+aix2(/€(x1,$2)aa—;;) = f(x1,22), (1)

u‘m = w1, 22), (2)

where k(zi,22) > 0, f(x1,22), and up(z1,z2) are given, and u(zy,xq) is the required
function. The integral conservation law corresponding to equation (1) has the form
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ou
k(l‘l,ZEQ)—_,‘dS| == f(f[’l,l'g)dl'ldl'g, (3)
Z{ on K/

where S is the boundary of the subdomain V' C €, 77 is the outer unit normal to S, |dS] is
the length of an element of its arc. Suppose that €2 contains a continuous line I' dividing
Q) into two subdomains €y and €5, on which coefficient k(x1, z5) has a discontinuity with
the values ki(x1,2z2) in 2y and ko(zq,x2) in Qs. In generalized statement of problem (1),
(2), it is required to find the function u(zq,x2) that satisfies boundary condition (2) and
equation (3) for any subdomain V' C Q.

2. Defining Equations of Approximate Problem

The algorithm for solving the problem by the LSC method and the corresponding
computer program in the case of a rectangular domain, apart from additional notations,
does not fundamentally differ from the case under consideration. We cover the domain €2
by a regular grid with N xN square cells of the size 2h x2h with sequential numbering of

all cells j = 1,2,..., N2. In each j-th cell, first of all, for the convenience of implementing
the algorithm, we introduce a local coordinate system & (z1) = (21 — x1;)/h, &(x) =
(x2—x95)/h, j =1,..., N? where (x1;, zq;) are the coordinates of its center. Here, in each

Jj-th cell, the approximate solution to problem (3), (2) is sought in the form of a linear
combination of basic monomials in the linear space of polynomials of the degree K

K K—iy
unj(6,6) = > > Ciyiy jE1E7 (4)
i1=0 i9=0
with undefined coefficients Cj;, ;. To find their values in the LSC method, a local
overdetermined system of linear algebraic equations (SLAE) is written for each grid cell,
which defines a piece of the approximate solution in the vicinity of the cell center. The
system consists of the collocation equations, which represent the requirement for the
solution to fulfill the conservation law (3) in the cell, the matching conditions, which
ensure the continuity of the solution and equality of flows on the common sides of
neighboring cells, and the boundary conditions if the cell side belongs to the boundary
of the computational domain.

To derive the collocation equations, we divide each j-th cell into K? equal square
partial cells with the coordinates of the vertices (z1,,%25), (T1141,%2s), (T1141, T2,541),
(14, T2.541), where [, s = 0, ..., K — 1. We require that (3) is fulfilled for each partial cell on
the desired approximate solution (4). After substituting the representation of approximate
solution (4) into (3) we have K? integral collocation equations

T1,141 2,541

E+1,s+% - P},s+% + E+%,s+1 - E+%,s = / / f(xlv IQ)dZEleEQ, (5>
Z1,1 x2,s
&1(x1,041) 5 ( ( )) &2(@2,541) 5 ( ( ) )
un,j (&1, §2(T2,s Up,j §1(r1y), &
F.o.. = k(zi,z ) —~d&y, F = k(zi,z ’ ’ d
I+35,s ( ) 2) 652 £17 Ls+3 ( 1 2) 651 52
&1(z1,0) 2(w2,s)
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in each j-th cell. As a result of calculations of the integrals along the contour on the left side
and the integral over the area of a partial cell on the right side, we obtain linear algebraic
equations for the unknowns Cj;, ; with numerical coefficients. Here, it is often possible to
take the integrals analytically, otherwise for calculating two-dimensional integrals on the
right-hand side (5), we can use, for example, the direct product of one-dimensional Gauss
quadrature formulas. At that, the coefficient k(z1, x5) is taken in (5) with the index of the
domain in which the center of the square cell under consideration is located.

To formulate the boundary and matching conditions, we divide each side of each cell
into K equal partial segments. In the j-th cell, consider the flow through an arbitrary arc
of the line ~y given parametrically by 1 (t), z2(t),t € [T, T3], with the outer unit normal 7
to it (here, 7 is a part of the straight side of the cell or a part of I)

Fe— / (2, 19) 220 (‘”B(Q’x?(t)) P2(1) + 22(8)|d]. (6)

If the centers of neighboring cells are in the same subdomain §2;, then K matching
conditions of solution pieces on the common sides of neighboring cells ensure the continuity
of the linear combination of the required solution and the flow

th—i-F:ﬁh—FF. (7)

Here, up; and 4y, are the limits of the approximate problem solution when approaching
the side of the j-th cell from inside and outside, which are written for the middle of a
partial segment; F' and F' are the flows through this partial segment calculated using uy, ;
and uy, respectively.

If the centers of neighboring cells belong to different subdomains €2;, then the part of
the line I" that belongs to the union of two neighboring cells is approximately evenly divided
into K parts and K ratios are written similar to (7). The values of the coefficient k(x1, z2)
under the matching conditions for F' and F are chosen depending on the subdomain,
which contains the centers of the cells in which the approximate solutions u; ; and 4y, are
constructed, respectively.

If the side of the j-th cell is a segment of 42, then, in the midpoints of the K partial
segments, we formulate the following relations in the local variables of this cell:

un (&1, &2) |50 = up(21(&1), 12(&2))- (8)

Combining collocation equations (5), matching conditions (7), and boundary
conditions (8) in the j-th cell, if it is a boundary one, we obtain a local overdetermined
SLAE. The collection of all local SLAEs constitutes a global SLAE determining an
approximate global solution to problem (1), (2). The global SLAE can be solved using
direct methods or iterations over subdomains, similar to solving various equations using
the LSC method presented in [6, 7]. Here, the latter method was applied using QR
decomposition of local matrices when constructing a piecewise polynomial solution. At
that, the iterations continue until the following inequality is fulfilled:

g}%m;{j—cgm <e, 0<i1<K, 0<iy<K-—iy, j=1,...,N?%
where n is the iteration number, € is a small value called pseudo-error and specified
manually.
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3. Algorithm for Constructing Solution in the Case of Curvilinear
Front of Coefficient Discontinuity

Let us consider in more detail the case when the discontinuity line of the coefficient
k(xy,xq) is a curve (Fig. 1 a). Crossing the square cells, the curve divides them into two
parts, which are called i-cells above. Note that with respect to the subdomain €2, the
i-cells located on its other side in the subdomain 2y are external (“outside-the-contour”).
And vice versa, i-cells located in 25 are outside-the-contour in relation to €2;.

The square cell that I' crosses is said to be the parent. The i-cell containing the center of
the parent cell is said to be independent (Fig. 1 b, cells 2-6), otherwise, non-independent.
All regular square cells are also considered to be independent and parent (Fig. 1 b, cells
1, 7). The independent cells and the parent cells containing them are formally considered
to be parts of €;,7 = 1,2, if the parent’s center belongs to €2;. As before, we divide each
square cell in © into K? equal partial cells and divide each cell side in € into K equal
partial segments. In all square cells, as above, the collocation equations are written (Fig.
1 b). Similarly, the equations take the coefficient k(xq,z2) with the index of the domain
in which the center of the parent cell under consideration is located. The collocation
equations written for the parent cell are included in the local SLAE of the independent
cell contained in it. The equations are valid only for the solution in the independent cell
and for a subdomain in which its center is located. In other words, to construct the solution
in the independent cell, formally and in fact, we use the entire parent cell and its part
that belongs to another subdomain (“outside-the-contour”) and is non-independent in it.

On the common sides of neighboring parent cells belonging to the same subdomain,
as before (in the case of a straight line of the coefficient discontinuity), we formulate the
matching conditions, which we attach to the local SLAEs of independent cells contained

1]
i1]
1]
i1]
1]
1]
i1]

u(xi, X2) i

i 3 i1
—4 H\%\‘\ o Y

[] 17 t”’/”h [e} I o5
HHHHAZ 7
11:114’4.. . i 4 i
Ay & 0.50,,
0.00 0.25 i o i
0.50 o 7
x; 075 09000 b 4
a b

Fig. 1. An example of the problem solution in a domain with a curve line of the coefficient
discontinuity (a). The computational domain at K = 2 (b). Here, the dotted lines show
the borders of the partial cells for formulating (5); o denotes the centers of parent cells; X,
solid diamond, ¢, A, A\, solid rectangle, and empty rectangle denote the centers of partial
line segments for writing (7) between cells located in one subdomain §2; or 2, 1 and 2, 2
and 3, 3 and 4, 4 and 5, 5 and 6, 6 and 7, respectively; [ are points for formulating (8)
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in the parent cells under consideration. For matching in independent cells, the centers of
which are located in different subdomains, the part of the line I' located in the union of
these two cells is used (Fig. 1 b). On the sides of each boundary cell located on the border
of the domain, as above, we uniformly place K points to approximate (8) (Fig. 1 b).

Therefore, in all regular and independent cells with respect to the coefficients Cj ;, ;,
to construct a local solution, we write K2 +4K equations. In the implemented version, an
exception was made for the independent boundary i-cells: in the outside-the-contour parts
of their parent cells, points on 02 were not used to formulate the boundary conditions,
because the solution does not converge with a high order and does not have a high accuracy,
which corresponds to the physics and the essence of this approach.

To construct a solution in a non-independent i-cell, at each specific point, an
independent cell is sought in the same subdomain, the center of which is closest to it.
For the solution at this point, the one continued from the found independent cell is taken.
Hence, a part of the i-cell joins one independent cell, and the other part joins another one.

4. Numerical Experiments

In all examples with a known exact solution for calculating the order of convergence R
of the relative error || E, ||« of the solution in infinite norm, at least 100 control points were
uniformly distributed in each cell. In the numerical experiments, to significantly accelerate
the process of convergence of iterations and reduce the computation time, we used the
combined application [8] of the operation of continuation along the ascending branch of
the V-cycle on a multigrid complex in the Fedorenko method [9], Krylov subspaces on
the intermediate grids of the complex [10], and parallelization using the OpenMP open
standard with subdomain traversal based on the red-black ordering [11].

Example 1. Let the line of discontinuity of the coefficient k(x1,z5) be the straight line
x1 = 0,5. Consider the test problem (1), (2) in © = [0,1]x][0, 1], in which the solution
u(zy, x2) and the coefficient k(z1,x2) are given by the expressions

[ 10e*2(e™ — ™), x; < 0,5, B 1, =z <05,
v= { e”2(e®t — %), x> 0,5, b= 10, x; > 0.5, (9)

with the inhomogeneous equation term f(xy,z3) = 20e”e” — 10e%°e¢®2. In Dirichlet
condition (2), the values of the exact solution (9) on 62 were taken as u(xy, z3).

The results of numerical experiments on a sequence of grids are given in Table 1. We
can see a significant superiority in accuracy and order of convergence of the approximate
solution in the cases of using polynomials of high degrees for its representation in
comparison with the cases of polynomials of low degrees. Here we present the number of
iterations N, required for convergence for different €, and the time in seconds spent on the
iteration process. The calculations were carried out on the computer Intel Core i5-8265U
CPU 1.6 GHz, 4 Cores, DIMM DDR4-2400 1200 MHz 8 Gb. Also, we present the ratios
of the number of iterations AF; and time AF; in the case of solving the problem without
using their acceleration according to Krylov, the operation of continuation according to
Fedorenko, and parallelization to the corresponding values in the case of their combined
application. Note that the error values hardly differ in both cases (with and without
acceleration), therefore, they are given here once. It is found that with an increase in the
degree of the polynomials K and a grid refinement, the combined application of various
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Table 1
Results of numerical experiments in Example 1
K =2 (e=107"1)
without acceleration || with acceleration
NxN 1E e R Niter | time, s Niter | time, s AF; AF
20%20 2,88E-5 2,91 | 390 1,828 83 0,172 4,70 10,62
40x40 3,78E-6 2,92 | 1491 | 24,39 161 1.5 9,26 16,26
80x80 5,35E-7 2,82 || 5597 | 360,047 319 10,453 17,55 | 34,41
160x160 || 1,18E-7 2,18 || 20834 | 5784,22 601 88,265 34,67 | 65,53
K =4 (e=10"1)
without acceleration || with acceleration
NxN 1B e R Niter | time, s Niter | time, s AF; AF,
10x10 2,53E-8 — 286 3,172 90 0,453 3,17 | 7,00
20%20 8,15E-10 | 4,96 || 1107 | 48,344 108 1,703 10,25 | 28,38
40x40 2,08E-11 | 4,98 || 4250 | 720,609 202 12,625 21,03 | 57,07
80x80 8,13E-13 | 4,99 || 16267 | 13086,7 414 124,297 39,29 | 105,28
K =6 (e=10"1)
without acceleration || with acceleration
NxN 1Er e R Niter | time, s Niter | time, s AF; AF,
22 1,16 E-7 — 85 0,203 41 0,078 2,07 | 2,60
4x4 1,21E-9 6,58 || 135 1,297 42 0,125 3,21 10,37
8x8 1,06E-11 | 6,85 || 282 10,172 42 0,531 6,71 19,16
16x16 8,89E-14 | 6,88 || 1067 | 152,016 51 2,453 20,92 | 61,97

acceleration methods becomes more efficient. Table 1

shows that, at K = 4, the number

of iterations can be reduced by almost 40 times and the calculation time can be reduced
by more than 100 times.

Remark 1. It is known that if the Dirichlet conditions are replaced by the Neumann
conditions on a part of the boundary in a differential problem, then the problem becomes
worse conditioned. It is found that when solving the boundary value problem from Example
1 with the Neumann conditions on some parts of €2, the solution accuracy obtained by
the LSC method decreases. However, the use of polynomials of high degrees (K = 4,6)
allows to achieve an accuracy of the order of 1071072 on grids of a fairly moderate size
(NxN < 40x40). The study of the values of the conditionality numbers v of local SLAEs
in the spectral norm showed: 1) in the inner cells, depending on K, the values of v belong
to the interval (10,10%); 2) larger values of K correspond to larger values of v; 3) the
conditionality of the SLAE of the boundary cells slightly differs from the conditionality
of the SLAE of the cells inside the domain in the case of the problem with the Dirichlet
conditions only; in the case of the Neumann conditions, the values of v in the boundary
cells belong to the interval (10%,10%). At that, the larger the part of the boundary with the
Neumann conditions, the slower the iterative process converges, and at large K it diverges.

Remark 2. When solving practical problems,; their exact solutions are often not known.
In addition, in such cases, additional difficulties associated with the presence of features
often arise. Within the framework of this study, an example of solving problem (1), (2) was
considered, in which, simultaneously with the coefficient discontinuity in the domain, there
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was a discontinuity of the second derivative of the solution at the corner points of 2. The
results of numerical experiments showed the presence of the second order of convergence
in the entire domain with a good accuracy at K = 2,4,6. The restriction of the order
of convergence by the order of the solution smoothness was also observed when solving
the Poisson equation with a similar feature by the FDM [12] and the LSC method [13].
It was also established here that the solution accuracy and the order of its convergence
(for K > 2), calculated outside the neighborhood of the corner points, were significantly
higher than in the entire domain 2. For this, we observed the convergence of the norm of
the solutions difference on two successive grids.

Example 2. Consider an example of a typical heat transfer process in a domain in which
particles of the medium move plane-parallel with a constant velocity v along the axis x;
in the presence of a discontinuity in the thermal conductivity coefficient with a phase
transition and heat release (absorption) at the front of the discontinuity line. A part of
such a problem occurs in more general problems of heat and mass transfer, for example,
when welding metals, melting ice, permafrost, etc. In many cases, the model of such a
problem in the domain €2 with the boundary 6§2 and the discontinuity line of the thermal
conductivity coefficient is determined by the equation

2u 2u U
k’i (Z—I% + Z—I%) + UCipig—Il = fi(l‘l,l'g), (ZL‘l, IQ) S Q, (10)
with Dirichlet boundary conditions (2). Let the straight line z; = 0,5 be the line of
discontinuity of the coefficient k(zi,z2) in Q = [0,1]x[0,1], with different physical
parameters, where the constants k;, ¢;, p; and the functions f;(z1,x2) be the thermal
conductivity coefficient, specific heat, density of the medium, and distributed heat sources
in the ¢-th subdomains, ¢ = 1,2. Suppose that the particles of the medium from the
subdomain €2; with the first phase of the medium move through the discontinuity line
into the subdomain {2, with the second phase of the medium. According to the heat
conservation law in the simulated process on the discontinuity line, the following relation

must be fulfilled: 5 5
U U
ko —— — | kj=—
( 235151) 2 ( lafl)

= P1RV, (11>
. . . ou
where k is the latent specific heat of the phase transition, kga—

1
and (kla—u) are
11 2 633'1 1
the heat fluxes calculated from different sides of the discontinuity line.

Slight differences of this example from the previous one are that when writing
the collocation equations, the conservation law for equation (10), similar to (3), is
approximated, and when writing the matching conditions, (11) is taken into account.

We check the capabilities of the LSC method by solving a test problem. Table 2 shows
the results of a numerical experiment for solving the problem when the discontinuity line is
the straight line x; = 0, 5. The test solution has the form u = 2048(z1—1)?2%+64(zy—1)%z3
and u = 64(x; — 1)221(0,5 + z1)3 + 64(z2 — 1)323 in Q; and Qy, respectively. As boundary
conditions and heat sources f; in (10), we took the corresponding functions calculated
from the test solution. The physical parameters were k; = 10, ¢; = 1, p1 = 2, ks = 1,
co =1, ps =1, kK = 632. As in the previous case, it can be seen from the analysis of the
numerical results that the approximate problem solution converges with a higher order.
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Table 2
Results of numerical experiments in Example 2
NxN
[Erlloe | B | [Efle | R | [[Ele | R
10x10 1,96E-2 — 3,19E-5 — 4,49E-8 —

20x20 || 5,02E-3 | 1,96 || 1,92E-6 | 4,06 || 7,17E-10 | 5,98
40x40 || 1,25E-3 | 2,01 || 1,18E-7 | 4,02 || 1,10E-11 | 6,03
80x80 || 3,14E-4 | 1,99 | 7,37E9 | 4,00 | 2,21E-12 | 2,32

Example 3. Consider problem (1), (2) in Q = [0, 1]x [0, 1] with the test solution u(xy, xs)
(Fig. 1 a) and the functions k(z1,xs) and f(z1,x2), which are given by the formulas

10 (e"—€™®), r<0,8, I 1, r<0,8,
U= e —e® r>08 T Y110, r>08,

f(x1,22) = 10e"(1 4+ 7)/r, where r = \/(z1 + 0,1)2 4 (22 + 0,1)2. In this example, u, is
divided on the curved line I', but the flow F' (6) through I" is continuous.

The results of numerical experiments are given in Table 3, from which it follows that
when using polynomials of high degrees to approximate the problem, as in the previous
examples, its solution achieves high accuracy already on coarse grids.

Table 3
Results of numerical experiments in Example 3
NxN
[Erlloe | R | [[Elle | R | [[E]e | R
10x10 1,46E-3 — 4,92E-5 — 2,69E-6 —

20%20 | 2,48E-4 | 2,55 | 2,97E-6 | 4,05 | 6,18E-8 | 5,44
40x40 || 4,92E-5 | 2,33 || 1,35E-7 | 4,46 | 9,08E-10 | 6,09
80x80 || 1,20E-5 | 2,04 | 5,28E-9 | 4,68 | 9,95E-12 | 6,51

Example 4. Depending on the problem statement, jumps may occur not only in the
functions u,, but also in ku, and u. In the LSC method, such features are approximated
with good accuracy by specifying matching conditions for neighboring pieces of a
piecewise polynomial solution to the problem. Note that from the perspective of software
implementation, such modifications of the algorithm are very simple. Let us explore the
capabilities of the LSC method when solving several problems considered in [3,5]. Here,
0y = Q\Qy, where ()5 is the inner circle.

Example 4.1. Consider (1), (2) in Q = [—1,1]x[—1,1] with k; = 2,ky =1 (Fig. 2 a) [3]:

rt—0,5* —0,1log(2r) 0,5
l{l + kQ s (1’1,33'2) € Ql, B { 16T2, (xl,l'g) c Qla

u = 2 =
r ~ 4, (21, 22) € Q,
R ("L'l, x?) S 2y
ko
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Fig. 2. Solution plots in Example 4.1 (a) and Example 4.3 (b)

r = /x? + 22 T is the circle 22 + 23 = 0,5%. Here, u,, and ku,, suffer discontinuity on I'.
Example 4.2. Consider (1), (2) in Q = [0, 1]x[0, 1] with k1 = 1,k = 2 [5]:

" 0, (w1, 29) € U, o 0, (21, 22) € (N,
| e, (r1,22) € o, 7 | 8(2? + 2% — 1)6_’5%_:”5, (21, 12) € Qy,

[ is the circle (z; — 0,5)* + (2o — 0,5)? = 0,25%. Here, u,, ku, and u suffer discontinuity
on I
Example 4.3. Consider (1), (2) in Q = [0, 1]x[0, 1] with k&, = 0,02,k = 1 (Fig. 2 b) [5]:

" e’xj"”f, (21, 22) € o 4(z3 + 22 — 1)6’2‘”%’55, (21, 22) € O,
et (21, 19) € 8(z2 + 22+ 1)e"1t%2 (11, 19) € N,

I is the circle (2, — 0,5)% + (22 — 0,5)? = 0,25% Here, u,, ku,, and u suffer discontinuity
on I'. Note that ky/k; < 1, i.e. there is a small parameter at the highest derivative.

In [3,5], the authors managed to achieve the second order of the solution convergence
using the FDM. On 320x 320 grid, the accuracy of 2,98E-5 was achieved in Example 4.1, the
accuracy was about 1075-10~7 in Example 4.2, and finally, in Example 4.3, the accuracy
was about 107°-107°%. Table 4 shows the high-precision results of numerical experiments
obtained using the LSC method at K = 4. It can be seen that R is no worse than the
third. Moreover, in Example 4.3, more iterations were required for convergence compared
to the other two. Therefore, the use of polynomials of high degrees in the LSC method
often allows achieving high accuracy of the solution to the problems with singularities,
while the scheme of its construction is quite simple. However, it is necessary to take into
account the type of features and other factors that affect the convergence of solutions.
Examples 4.1, 4.2, and 4.3 deal with more complex cases than Examples 1-3 in this paper.
It is found that when polynomials of the degree K = 6 are used, divergence of the iterative
process can be observed. In addition, calculations using high degree polynomials behave
less robustly than those using lower degree polynomials. Nevertheless, they converge on

coarse grids. In particular, in Example 4.2, the accuracy of 2,14E-9 was achieved on a
20x20 grid at K = 6.
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Table 4
Results of numerical experiments in Example 4 at K =4
Nx N Example 4.1 Example 4.2 Example 4.3
[Erlloe | B | [[Efle | R | [[E]e | R
10x10 3,87E-5 — 7,67E-6 — 1,85E-4 —

20%20 | 1,16E-5 | 1,74 | 3,08E-7 | 4,64 | 2,29E-5 | 3,01
40x40 || 7,81E-7 | 3,89 || 2,13E-8 | 3,85 || 1,00E-6 | 4,52
80x80 | 2,22E-8 | 5,14 || 1,48E-9 | 3,85 | 1,23E-7 | 3.02

Conclusion

We proposed the high-precision algorithm for solving elliptic equations with a
coefficient discontinuity on lines of various shapes in the computational domain. The
algorithm allows obtaining the solution with a high convergence order. On moderately
coarse grids, in many cases it is possible to construct the solution practically with accuracy
of the rounding error. The efficiency of the proposed approach was tested by solving various
problems. It can be seen that the scheme of the numerical algorithm is the same, which
confirms the universality of the LSC method. In addition, the use of the LSC method with
a combination of different methods of accelerating iterations makes it possible to reduce
their number by almost 40 times and reduce the calculation time by more than 100 times.
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YNCJIEHHOE PEIIIEHUE C IIOBBIIIIEHHO TOYHOCTBIO
QJIJIMIITUYECKNX YPABHEHUI C PA3PBLIBHBIMU
KO®PUIITNMEHTAMN

B.II. Illanees'?, B.A. Beases', JI.C. Bpviroun'?

MucruryT Teoperuyeckoit n npukiaaanoit Mexanuku uM. C.A. Xpucruanosuua CO PAH,
r. HoBocubupck, Poccuiickas @enepanus

2HoBocubupckuit rocyapeTBeHHbIi yHuBepeuTeT, . HoBocnoupcek,

Poccuiickas Peiepartiust

Pazpaboran moaxom mocrpoenust HOBOTo hp-BapuanTa METOIA KOJITOKAINE U HANMEHb-
mmx kBaapaToB (KHK) 4uc/IeHHOro pelieHus ¢ MOBBIMIEHHONH TOYHOCTHIO KPAEBBIX 33144
JUTsI SJUTUITHYECKUX YPABHEHUI ¢ Pa3pbIiBOM KOI(DMUIMEHTA Ha JIMHUSIX PA3IUIHBIX HOPM
B objiacTu perenust 3ama4qn. JIJisi alnmpokcuMalun ypaBHEHUsS U YCJIOBUAN Ha pPa3pbIBe ero
K03 burmenHTa B aJIrOPUTME MTPEJJIOZKEHO UCIIO/IH30BATh 3aKOHTYPHBIE YaCTU U HEPETYJIsp-

Hble sueliky (H-g9eflKi) pacueTHOl CeTKU, OTCEeYeHHbIE JIMHUE]l Pa3pbiBa OT PeryJisdpHbIX
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[IPSAMOYTOJIBHBIX sdeeK. [IpemiozKeHHbIil 110/1X0/] TO3BOJINII [IOJLY YATH PEIIEHNs C IIOBBIIIEH-
HBIM IIOPSJIKOM CXOIUMOCTU U BBICOKOH TOYHOCTU IIPH U3MEJIBYEHHHU INAra CeTKU U/Ujn
YBEJIMYEHNN CTENEHHU AIIPOKCHMUPYIOMNUX [IOJUHOMOB KaK B ciydae ycioBmit upuxie
Ha, T'paHuIle o0JIACTU, TAK U B Caydae Hajauuuda yciaoBuit Hefimana Ha 3HAYUTENHLHON dUa-
CTH T'DAHUIBI. PaccMOTpeH TakxKe ciiydail 3aladd, KOIja KpoMe paspbiBa KOI(M@UImeHTa
B YIJIOBBIX TOYKAX O0JIACTH MMEETCs Pa3pPbIB BTOPBIX ITPOU3BOIHBIX MCKOMOI'O PEIeHMUSI.
[IpoBeneno MozemmpoBaHue MPOIECCa TEIJIONEPEHOCA B 00IACTH, B KOTOPOU YaCTHIIBI Cpe-
JIbl [IEPEMEIAIOTCS IIOCKOMAPAJIIETLHO ¢ (Pa30BBIM IIEPEXO/IOM U BBIJEJIEHHEM TeIlIa Ha
dponTe JuHUE paspbiBa. [IpogemorcTpupoBano 3hderrusnoe coueranmne merona KHK c
Pa3JIMYHBIME CIHOCOOAME YCKOPEHUsI UTEPAIMOHHOIO IIPOIECCa: AJITOPUTM YCKOPEHUsI, OC-
HOBAaHHBIN Ha TOAIpocTpaHcTBaxXx KpblioBa; omeparus IPOJOJIKEHUA BJIOJIb BOCXOJISIIEH
BeTBH V-IMKJIAa HA MHOTOCETOYHOM KOMILIEKCe; pacuapaJsuiesaunBanue. [Iposeneno cpasme-
HHE C pe3yJIbTaTaMU JIPYI'UX aBTOPOB II0 PEIIeHUIO0 PAaCCMOTPEHHBIX 3a/a4.

Karouesvie cr08a: 4UCAEHHBLT MEMOOD; IANUNMUYECKUE YPLBHEHUA; PA3PHLE KOIPPHUUU-

eEHMAa; 3aK0H COTPAHEHUSA; NOBBIUWEHHAA TMOYHOCTD.
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