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The article contains a review of the results obtained in the scientific school of Georgy
Sviridyuk in the field of semilinear Sobolev type mathematical models. The paper presents
results on solvability of the Cauchy and Showalter—Sidorov problems for semilinear Sobolev
type equations of the first, the second and higher orders, as well as examples of non-classical
models of mathematical physics, such as the generalized Oskolkov model of nonlinear
filtering, propagation of ion-acoustic waves in plasma, propagation waves in shallow water,
which are studied by reduction to one of the above abstract problems. Methods for studying
the semilinear Sobolev type equations are based on the theory of relatively p-bounded
operators for equations of the first order and the theory of relatively polynomially bounded
operator pencils for equations of the second and higher orders in the variable ¢. The paper
uses the phase space method, which consists in reducing a singular equation to a regular one
defined on some subspace of the original space, to prove existence and uniqueness theorems,
and the Galerkin method to construct an approximate solution.
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Introduction

Mathematical models based on semilinear Sobolev type equations are called semilinear
Sobolev type mathematical models.

The necessity to study semilinear Sobolev type mathematical models caused by the
need to study applied problems related to the dynamics of viscoelastic fluids [16], vibrations
in the DNA molecule [6], the theory of metal creep |5|, wave propagation in shallow water
[25], the propagation of ion-acoustic waves in plasma [1], the theory of electric circuits [14],
the theory of heat conduction with two temperatures [4], filtration in a fractured-porous
medium |2, 28] and others [19,39].

The study of semilinear Sobolev type equations was initiated in [29,37| and the concept
of a quasistationary trajectory was introduced. Later, on the basis of abstract results, the
Oskolkov [33,35] and Hoff [32] mathematical models were investigated, and the structure
of the phase space of the Hoff and Oskolkov equations was studied. In parallel with the
solution of the problem of existence and uniqueness, the theory of optimal control of
solutions to the semilinear Sobolev type equations arose and was developed (23, 36, 44|,
the theory of stability of solutions to the semilinear Sobolev type equations [22,34] was
studied and the phenomenon of non-uniqueness of solutions was explained [18, 31].

Probably, the first work devoted to the study of equations unsolvable with respect
to the highest time derivative belongs to A. Poincare (1885) [20]. However, the regular
study of initial-boundary value problems for such equations began with the works of
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S.L. Sobolev [27]. At present, the theory of Sobolev type equations is actively developing
both in breadth and in depth, as evidenced by many scientific directions around which
the scientific schools have developed [1,7,10,14,15,21,24,26|. In this paper, we trace the
stages in the development of the theory of semilinear Sobolev type equations and consider
its applications to the study of three semilinear Sobolev type mathematical models.

The first one is the Oskolkov mathematical model (a mathematical model of nonlinear
filtration in a fractured-porous medium). Let 2 C R™ be a bounded domain with boundary
0N) of class C'°. In a cylinder 2 x R, consider the equation

u — @Auy = vAu — K(u) (1)
with the Cauchy—Dirichlet conditions
u(z,0) =up(x), x €, (2)

u(z,t) =0, (z,t) €0 xR (3)

Equation (1) describes many processes and phenomena occurring with the
participation of a viscoelastic fluid, including filtration. It was obtained by A.P. Oskolkov
[19]. The nonlinear term in (1) is such that K(0) = 0, (K (u),u) > 0 ((-,-) is an inner
product in L?(Q)). In particular, it can take the form K(u) = u*™* or K(u) = shu.
Generally speaking, the nonlinearity can be represented by the series

[e's)
K=Y apu®™, a, cK,.
m=0

The parameters @,v € R, characterize the elastic and viscous properties of the fluid,
respectively.
The second one is a mathematical model of ion-acoustic waves in plasma. Let 2 =
(0,a) x (0,b) x (0,c¢) C R3. In a cylinder © x R consider the equation
0%u

(A — )\)utttt + (A — )\/)utt + OCW = A(US) (4)
T3

with the Cauchy-Dirichlet conditions

u(z,0) = up(x), uiz,0)=u(x),
u(x,0) = ug(x), wume(z,0) =us(x), =€ Q, (5)
u(z,t) =0, (z,t) €00 xR.

Equation (4) describes the ion-acoustic waves in a plasma in an external magnetic field.
Here function u is a generalized potential of the electric field, the constants A, X, «
characterize ion gyrofrequency, Langmuir frequency and Debye radius.

The third one is a mathematical model of wave propagation in shallow water. It is
based on a modified Boussinesq equation. Let 2 C R™ be a domain with boundary 0f2 of
class C°, T € R, . In a cylinder C' = Q2 x (0,7), consider the modified Boussinesq equation

A= Auy — *Au+u* =0, (z,t) €Qx(0,7) (6)
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with the Cauchy—Dirichlet conditions
u(z,t) =0, (z,t)€0Qx(0,7) (7)
u(z,0) = ug(x), u(z,0)=ui(z), x€€Q, (8)

where A\, o € R. Other modifications of the Boussinesq equation with nonlinearities of the
form AlulPu have also become widespread [4,5,17]. The equation has many applications
in various fields of natural science. For example, it models the propagation of waves in
shallow water, taking into account capillary effects. In this case, the function u = u(x,t)
determines the height of the wave.

The article, in addition to the Introduction, Conclusion and References, includes
seven paragraphs. The first section contains the main results of the theory of p-bounded
operators obtained by G.A. Sviridyuk, necessary for further presentation. The second
section presents results on the solvability of the Cauchy problem for semilinear first-order
equations obtained by V.O. Kazak. The third paragraph contains some results of the
study of Oskolkov generalized mathematical model. The fourth section presents the main
statements of the theory of relatively polynomially bounded operator pencils, obtained
by A.A. Zamyshlyaeva. The fifth section contains results on the solvability of the Cauchy
problem for high-order semilinear Sobolev-type equations obtained in the authors’ papers.
The sixth paragraph is devoted to the study of the semilinear model of ion-acoustic waves.
The seventh paragraph contains the results of the study of the mathematical model of
shallow water wave propagation.

1. Relatively p-Bounded Operators

A detailed exposition of the theory of relatively p-bounded operators can be found
in [30]. Let 4, § be Banach spaces and operators L, M € L(4; F).

Definition 1. The set
pt(M) ={peC: (uL — M)~ € L(F;4)}

is called a resolvent set of the operator M with respect to operator L (in short, L-resolvent
set of the operator M). The set C\p*(M) = o%(M) is called a spectrum of the operator
M with respect to the operator L (in short, the L-spectrum of the operator M).

Definition 2. Operator-functions
1 L -1 L -1
(L — M), R;,=(uL—-M)"L, L;=LuL—M)

with domain pZ(M) are called respectively resolvent, right resolvent, left resolvent of the
operator M with respect to the operator L (in short, the L-resolvent, right L-resolvent,
left L-resolvent of the operator M).

Theorem 1. [30] Let the operator L € L(I,F), and the operator M : dom M C 4 — §F
be linear and closed. Then the L-resolvent, the right and the left L-resolvent are analytic
in the set p*(M).

Definition 3. The operator M is said to be spectrally bounded with respect to the
operator L (in short, (L, o)-bounded), if

Jda>0Vu e C: (Jju| >a) = (ueph(M)).
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Lemma 1. 30| Let the operator M be (L, o)-bounded. Then the operators

1 L _ 1 L
P = [ R{(M)dX and Q = / LE(M)dA
T I

are projectors. Here I' = {\ € C: |\ =17 > a}.

Set U = ker P, §° = ker Q, ! = im P, ' = im Q. Denote by Ly(M;) the restriction
of the operator L (M) to the subspace 4*, k =0, 1.

Theorem 2. [30] Let the operator M be (L, o)-bounded. Then
(i) Ly, My : 4% — F* k=0, 1;
(i) My* € L(FO, U0);
(iii) operator L7+ € L(F,U') exists;
(iv) operator My € L(U', F') exists.
Let ¢o € ker L\{0} be an eigenvector of the operator L.

Definition 4. An ordered set {1, ¢, ...} Cim L is called a chain of M-adjoined vectors
of an eigenvector pq if

Logir =Myy, ¢q=0,1,2..., @p,&kerL forq=1,2,...

The chain is said to be finite if there exists an M-adjoined vector ¢, such that either
vp & domM or My, & imL. The power of the final chain is called its length. The linear
span of all eigenvectors and M-adjoined vectors of the operator L is called the M-root
lineal of the operator L. Under the conditions of the theorem 2, we construct the operators
H=My"'Ly € L(U°) and S = L7 M, € L(U). Since the operator-function (puLg — My)™*
is an entire function, it can therefore be expanded into a Taylor series

(uLo — Mo) ™" = (uH =) "' My " = (‘ Z“ka> My

k=0

absolutely and uniformly convergent on any compact set in C. Let’s do the same with the
operator-function (uL; — Mp)™!

(uLy = M) ™= (ul = S)7' Lyt = 7N (I - 7' S) T L =

1 (Z uksk) Lfl,
k=0

where p1 € p(S) or what is the same as p € p*(M). Hence, for the (L, o)-bounded operator,
by virtue of the last two expansions, we have

(ul — M)~ ( Zu’“H’“> —Q)+iu"“5’“‘1LI1Q. (9)

Let the operator M be (L, o)-bounded.
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Definition 5. The infinity point of the L-resolvent of the operator M is called
e a removwable singular point if H = O
e a pole of order p if HP # Q, HP*' =0, p € N;
e an essentially singular point if H1 # O, Vq € N.
Further the removable singular point will be called a pole of order zero.

Remark 1. In what follows the (L, o)-bounded operator M will be called (L, p)-bounded,
if the point oo is a pole of order p € {0} UN of its L-resolvent.

Theorem 3. [30]| Let L be a Fredholm operator (that is, ind L = 0). Then the following
statements are equivalent:

1. The operator M is (L,0)-bounded;

2. Any eigenvector of the operator L does not have M -adjoined vectors.

2. Semilinear Sobolev Type Equations of the First Order

Let the operators L, M € L(U;F), N € C*(U;F), k € NU {oo}, and the operator M
be (L, p)-bounded, p € {0} UN. Consider the Cauchy problem

w(0) = ug (10)
for a semilinear Sobolev type equation
Li = Mu+ N(u). (11)

The vector-function u € C*((=T,T);4) is called a solution to equation (11) if for some
T € R, it satisfies this equation. The solution u = u(t) of equation (11) is called a solution
to problem (10), (11) if it satisfies the initial condition (10).

Example 1. Let U =F = R%&m)’ the operators L, M, and N be defined by formulas

L:(g (1]) M=, N:u%(_og), w=(€n).

Then the Cauchy problem with uy = (0, 0), for equation (11) will have two solutions (0, 0)
and (t/2,t?/4). If instead of the operator N in this case we take the operator N : u —

1 . . —
( _er ) then the same problem will not have a solution at all. This simple example
shows the need to narrow down the definition of a solution to equations (11).

By virtue of theorem 2 equation (11) can be reduced to an equivalent system

Hi = + Mg (L = Q)N(u), (12)
u' = Su' + LT'QN (u), (13)
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where u! = Pu, u° = v — u'.

Definition 6. Solution u = u(t) of problem (10), (11) is called a quasi-stationary trajectory
for equation (11) passing through the point ug, if Hu(t) =0 for all t € (=T, T).

Obviously, any stationary solution of problem (10), (11) is a quasi-stationary
trajectory, however the opposite is not true. In example 1 a stationary solution is the
only quasi-stationary trajectory passing through the point (0,0), and in this sense such
solution is unique. Further only quasi-stationary trajectories are considered.

To this end, introduce a set which is called the phase space of the equation (11):

M={uetl: (I-Q)(Mu+ N(u)) =0}

By virtue of theorem 2 and (12) any quasi-stationary trajectory u = u(t) lies in 9, that
is u(t) € Mforallt € (-T.,7).

Let the point uy € M, put v} = Pug € U'. The set M at the point ug is a Banach
C*-manifold if there are neighborhoods O C 9 and O} C U of the points uy and
ud, respectively, and a C*-diffeomorphism § : O} — O such that 61 is equal to the
contraction of P onto OF. The set 9 is called a Banach C*-manifold modelled by the
space ', if it is a Banach C*-manifold at each point of $(!.

Theorem 4. [29] Let the set M be a Banach C*-manifold at the point ug. Then there is
a unique quasi-stationary trajectory of equation (11) passing through the point ug.

3. Mathematical Model of Oskolkov

Reduce problem (1) — (3) to the Cauchy problem (10) for the semilinear Sobolev type

equation (11). To do this, put & = W3 N ch/%, $ = W3, m € N. All functional spaces are
defined on the domain 2. The operators L and M are defined by the formulas L = 1 —a&A,
M = vA. Obviously, L, M € L(4;F), and L is a Fredholm operator for all & € R\ {0}.

Lemma 2. [33] For all &e,v € R\ {0} the operator M is (L,0)-bounded.

Denote by {A\x} the set of eigenvalues of the homogeneous Dirichlet problem for the
Laplace operator A in the domain €2, numbered in non-increasing order, taking into
account multiplicity, and by {¢x} denote the set of orthonormal (in the sense of L?)
of the corresponding eigenvectors. Then

ker L = { {0}7 if a! ¢ {)‘k}a

span{g; : @' = \/}.

In case ker L = {0} there is an operator L™ € L(F; ), and so the operator M € L(4; F)
(L,0)-bounded. If ker L # {0} take the vector ¢ € ker L \ {0}, i.e.

Y= Z arpr,  a €R, Z la;| > 0.

33712)\1 EE71=)\1
Since
Moy =v E Nagp ¢ imL,
33_1:)‘l
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then the vector ¢ has no M-adjoint vectors, and the assertion follows from theorem 3.
In what follows, we need regularity theorem [12]:

Lemma 3. Let f € C®(R) and m > n/2. Then F € C®(W3"), where the operator
F:u— f(u).

Lemma 4. Let the function K € C*°(R) and let m+2 > n/2. Then the operator N : u —
K (u) belongs to the class C*(LL; §).

By virtue of lemma 3 the operator N € C*(4), and in view of the continuity of
embedding U — F, N € C(L; F).

So, reduction of problem (1) — (3) to (10), (11) is finished. By lemma 1 construct a
projector

I if et ¢{\}
P=31- Z (-, n)er,

EE71=)\1

where (-, -) is an inner product in L?. The projector @ has the same form, but is defined
on the space §. Fix m > n/2 — 2 and construct the set

Ui et ¢ N
m_{{ueﬂ:<Mu—N(u),gol>:0, el =N}

and the space

Lll . ﬂ, if 8’3_1 c {)\l},
T {uwed: (Mu—N(u), @) =0, ==X}

In the case of &~ ¢ {\} the set 9 is obviously a smooth Banach C°°-manifold. In
the case of &~ € {\;} this is yet to be proven.

Theorem 5. 33| (i) For any &' ¢ {\¢}, v € R\ {0}, m > n/2 — 2, ug € Y and some
T € Ry there exists a unique solution u € C((=T,T); ) of problem (1) — (3).

(11) Let for & € {\}, v € R\ {0}, m > n/2 — 2 set M at the point ug be a Banach
C*-manifold. Then for some T € R there exists a unique solution u € C*((=T,T); M)

of problem (1) — (3).

Theorem 5 follows directly from theorem 4. We only note that in our case the operator
H = 0O, and therefore, any solution to problem (1) — (3) necessarily turns out to be
quasi-stationary trajectory.

4. Relatively Polynomially Bounded Operator Pencils

The statements presented in this paragraph were obtained in the works of
A.A. Zamyshlyaeva [38,45]. Let i, § be Banach spaces and operators A, By, By, ..., B,_1

€ L(U;F). By B denote the pencil formed by operators B,_1, ..., Bi, By. The sets pA(E)

={peC:(p'A—u"'B,1—...—puBy— By)~' € L(F; )} and O'A(B) = C\ p*(B) are
called an A-resolvent set and an A—gpectrum of the pencil § respectively. The operator-
function of a complex variable R{{(B) = (u"A — p"'B,_1 — ... — pBy — By)~! with the

domain pA(E) is called an A-resolvent of the pencil B.
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Definition 7. The operator pencil B is called polynomially bounded with respect to an
operator A (or polynomially A-bounded) if

JaeRy VueC (lu>a)= (RAB) € L(F:W)).

Remark 2. If there exists an operator A™' € £(F; ) then the pencil B is A-bounded.

Lemma 5. [38| Let the operator pencil B be polynomially A-bounded and condition

/ukRﬁ(é)duE@, k=0,1,...,n—2, (14)

B!
where the circuit v = {pu € C : |u| = r > a}, be fulfilled. Then the operators

1

— 1 -
p=" [RABm14 = — [ ARNB
57 | BB Adu, @ zm/“ R (B)du

g 8!
are projectors in spaces I and § respectively.

Denote ° = ker P, §° = ker @, U' = im P, §F' = im Q. According to lemma 5
U=l F=35 agF. By A* (BF) denote restriction of operators A (B;) onto
U k=0,1;1=0,1,...,n— 1.

Theorem 6. [38] Let the operator pencil B be polynomially A-bounded and condition (14)
be fulfilled. Then

(i) Ak e L(Ur;TF), k=0,1;

(ii) BF e L(U*F%), k=0,1,1=0,1,...,n—1;

(iii) operator (A')~1 € L(FHUY) exists;

(i) operator (BY)~! € L(FY;U°) exists.

Using theorem 6 construct operators Hy = (BJ)™'A° € L(UY), H, = (B)'BY €
‘C’(uo)u‘”) Hn—l = (38)713271 S C(Llo) and S() = (Al)le(l) c E(L[l)7 Sl — (Al)lell c
LY, .. Saoy = (AHYTIBL € L(UY).

Definition 8. Define the family of operators {K}, K2,..., K} as follows:

K; =0, s#n, K =1,
K{=Hy, K}=—H,... . Ki=—H,,,....K}' = H,_,
K;=K! Hy, K}=K; , — Kl \H,... . K;=K _{—K! H,1,...,
K:=K! —K!' \H,1,q=12,....

The A-resolvent can be represented by a Laurent series

(WA= p"'Byy— ... —puBy — By) T = — ZHQKZ;(B(?)A(H - Q)+
q=0

+ Z,u_q(,u”_lsn,l + -t ,LLSl + So)qu_lQ.
q=1
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Using this representation we classify the character of the infinity point of the A-resolvent
of the operator pencil B.

Definition 9. The point oo is called

e a removable singular point of an A-resolvent of the pencil g, it Ki = O,s =
1,2,...,n;

e a pole of order p € N of an A-resolvent of the pencil é, if 3p such that K £ 0, s =
L2,...,n,but K, =0,s=1,2,...,n;
e an essential singular point of an A-resolvent of the pencil é, if K # O forall ¢ € N.

Further a removable singular point of an A—resglvent of the pencil B will be called a
pole of order 0, for brevity. If the operator pencil B is polynomially A-bounded and the

point oo is a pole of order p € {0} UN of an A-resolvent of the pencil fe then the operator
pencil B is called polynomially (A, p)-bounded.

Theorem 7. [42] Let A, B, 1, ..., B1, By € L4, F) and A be a Fredholm operator.
Then the following statements are equivalent:

(i) The lengths of all chains of the E—adjoined vectors of the operator A are bounded
by number (p+n—1) € {0} UN and the chain of length (p +mn — 1) exists.

(ii) The operator pencil B is polynomially (A, p)-bounded.

5. Semilinear Sobolev Type Equations of Higher Order
Consider the Cauchy problem

uP(0) =wup, k=0,1,...,n—1, (15)
for a semilinear Sobolev type equation of higher order
Au™ = B, _1u™ Y + B, _ou"? + ...+ Byu + N(u), (16)

where operators A, B,,_1,Bn_2,..., By € LI F), N € C®(;F), and 4, §F are Banach
spaces.

Definition 10. If a vector-function u € C*°((—7,7);U), 7 € R, satisfies equation (16)
then it is called a solution of this equation. If the vector-function satisfies in addition
condition (15) then it is called a solution of problem (15), (16).

Definition 11. The set P is called a phase space of (16), if
(i) for all (ug,uy, ..., u,_1) € T" I there exists a unique solution of (15), (16);
(ii) a solution u = wu(t) of (16) lies in P as a trajectory, i.e. u(t) € P for all t € (—7, 7).

If ker A = {0} then equation (16) can be reduced to an equivalent equation
u™ = F(u,i, ... u"D),

where F(u,1,...,u™ V) = A=Y B, ju™ V4B, »u"? +.. .+ Byu+ N(u)) is a mapping
of class C*° by construction. The existence of a unique solution w of (15), (16) for all
(wo, 1, . .., u,_1) follows from the classical Cauchy theorem.
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Let ker A # {0} and operator pencil B be (A,0)-bounded, then by theorem 6
equation (16) can be reduced to an equivalent system of equations

0= (I-Q)(Bo+ N)(u” +u), )
%ul :AllQ(Bn1%4_3712%""---"‘30“‘]\[)(”04—/&1)’ (17)
where u! = Pu,u® = (I — P)u.

Now consider a set M = {u € U : (I — Q)(Bou + N(u)) = 0}. Let the set M be not
empty, i.e. there is a point 1y € 9. Denote uyt = Pu € U'. The set M is called a Banach
C*-manifold at point v if there exist neighborhoods @ C M and O C U' of points v,
and u} respectively and a C*-diffeomorphism § : O — O such that 5= is a restriction of
projector P on O. The set 9 is called a Banach C*-manifold modelled by the space L' if
it is a Banach C*-manifold at any point.

Let the following condition be fulfilled

(I-Q)(Bo+N,,): 4" —F° is a toplinear isomorfism. (18)

According to the implicit function theorem there exist neighborhoods ©° C 4° and
O' C 4! of points u) = (I— P)ug, uy = Pug respectively and the operator B € C>(0O*; O°)
such that u) = B(u}). Lets construct an operator § =1+ B : O' — M, §(uf) = uo. Then
the operator ! together with the set O makes a map of 9t and is a restriction of P on
5[0 = O C M. Thus, we proved

Lemma 6. [42] The set M ={u e t: (I—Q)(Bou+ N(u)) =0} under condition (18) is
a C*-manifold at point ug.

Lets act with the Frechet derivative 5((23 Wl of order n on the second equation of
0

Loul )
system (17). Since 6(u') = u and

(n) 1(n) _ " 1
5(ué,u} ..... u;_l)u o % (5(16 ))
we obtain equation u(™ = F(u,a,... ,u(”_l)), where

F(ua ’LL, s 7u(n71)) = 5(2(1)) 1 1 )AilQ(anlu(nil) + Bn,gu("”) + ...

n—1

+Bou + N(u)) € C™(U).
Therefore, we get

Theorem 8. [42] Let the operator pencil B be (A, 0)-bounded, N € C*(4; §) and condition
(18) be fulfilled. Then for any (ug, w1, ..., upn_1) € TN there exists a unique solution
of problem (15), (16) lying in M as trajectory.

6. Mathematical Model of Ion-Acoustic Waves in Plasma

As a model example, consider problem (4), (5). In order to reduce mathematical model
(4), (5) to problem (15), (16) set

U={uecWHQ) :u(x) =0,z € 09}, F=WiQ).
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Define operators A = A — A\, By = (\' — A), By = —a3~, B3 = By = Q. Operators
3
A, Bs, By, By, By are € L(4; F) for all I € {0} UN. Denote the eigenvectors of the Dirichlet
rkry . ™Mz, . 7T7LZE3} b
, where

sin
a b

problem (5) for the Laplace operator by ¢rmn = {sin

a b c
spectrum o (A) is negative, discrete, finite and tends only to —oo. Since {prmn} C C<()
we obtain

E\? 2
k, m, n € N and denote the eigenvalues by i, = _\/(W_> + (@) n <7m) The

ptA = p*Bs — i? By — pBy — By =

- Z [()‘kmn - )\>N4 + ()\kmn - )\ ),u - <7Tcn> ] < Pkmny * > Pkmn s

k,mmn=1

where < -, - > is an inner product in L?*(2).

Remark 3. In the case when (i) A € o(A) the A-spectrum of pencil Bo*B)={u,
r,m,n € N,j=1,...,4}, where u?, . are the roots of equation

e — At Qo — N2 — @ (”:) — 0. (19)

In the case when (i) (A € 0(A)) A (A # N) the A-spectrum of pencil B ¢4 (B) = {,u{k :
k € N}, where uik are the roots of equation (19) with A = A;. In the case when (iii)
(A € o(A)) A (A= X) the A-spectrum of pencil B o4 (B) = {u{k ke Nk #I1}.

Check condition (14). In case (i) there exists A~ € L(F'; ') therefore condition (14)
is fulfilled.

In case (ii)

/ Z 'ur < Qkmns > (;Okmndu _
2mi /\kmn — M)t A+ (Mg — V) — a(T2)?

< mny " > mnd
/ B < gk it
= omi e — N2 — a(22)2

when r = 1, therefore condition (14) is not fulfilled and this case is excluded from further
considerations. In case (iii) (A € o(A)) A (A = X) condition (14) is fulfilled.

Lemma 7. [42] Let (i) A € o(A)) or (i) (A € o(A)) A (A = X). Then the pencil B is
polynomially (A, 0)-bounded.

In case (i) ker A = {0} that is, the operator A has no eigenvectors and, by remark 2
the pencil B is (A, 0)-bounded.
In case (ii) A € o(A) and A = X construct the chain of B-adjoined vectors of an

eigenvector w9 = Y.  Qrmn@kmn € ker A\ {0}. Since B3 = B; = O the first three
A:Akmn

é—adjoined vectors can be taken equal to zero. On the fourth we obtain

BO()DO = BO( Z akmn@kmn) = -« ( > Z Almn Pkmn € 1mA

)\:)‘kmn A= )‘kmn
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since Y. |agmn| > 0.
A=Akmn

Therefore the eigenvector ¢y doesn’t have a §—adjoined vector of order four, the length
of the chains of é—adjoined vectors of operator A is bounded by three, and the chain of
length three exists.

Construct projectors. In case (i) P =T and @ = L. In case (ii)

P=1I- Z < Qkmns * > Phkmn;
>\:>\kmn

and the projector () has the same form but it is defined on space §. Construct the set

M= {ueci: Z <04<ﬂ

2
) u+ A(ug),gakmn > Qrmn = 0}.
>\:>\kmn ¢

By theorem 8 we have

Theorem 9. [42] (i) Let A & o(A), (ug,uy,...,up—1) € U*. Then for some T = 7(uy,
UL, .. Up_1) > 0 there exists a unique solution u € C’"((—T, T),il) of problem (4), (5).

(ii) Let (A € a(A) A (N = N), (uo,uy... up1) € TP N and condition (18) be
fulfilled. Then for some T = 7(ug,ui,...,un—1) > 0 there ezists a unique solution

u € C”((—T, T),im) of problem (4), (5).

7. Mathematical Model of Waves Propagation in Shallow Water

In some particular cases of a non-linear term in equation, one can not only answer
the question of the existence and uniqueness of a solution, such as [41], but also find this
solution. A detailed algorithm is described in [3], in this section we present only the main
steps in finding a solution to problem (6) — (8).

For the solution, we need several function spaces. Let 2 C R™ be a domain with the
boundary 9 of class C*, denote Q = Q x (0, T). Define spaces L*(Q2), H}(©2) and denote
B =LYQ) N HNQ), D= HYQ)Ncoim L (where coim L = H'(Q) & ker L).

The operator A : H'(Q) — H~(Q) is given by formula

(Au,v) = — / (VuVo)dz.

Q
Introduce the notation of the operators
(Lu,v) = /(VUVU + Auwv)dz, (Mu,v) / (VuVv)dz, (N(u),v) = /u%dx.
Q Q Q

In addition, define distribution spaces (functions with values in a Banach space)
L>(0,T;B) and L*(0,T;L*)). Construct dual spaces using the Dunford-Pettis
theorem: (L>(0,T; B))* ~ L'(0,T; L3)(Q) U H~1()) and (L>(0,T; D))* ~ L*(0,T; D*).

Let A be the eigenvalues of the homogeneous Dirichlet problem (7)) for the operator
A, numbered in nonincreasing order with multiplicity taken into account, and ¢ be the
corresponding eigenvectors. Moreover, the linear span span{py, @s, ..., ¢} is dense in B
for m — oo and is orthonormal (in the sense of an inner product in L?()).
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Theorem 10. [3] Let A € [\, +00), (ug,u1) € TP, where ug € B = Hi () N LYNQ) and
up € L*(Q) NcoimL. Then there exists a solution u = u(z,t) of problem (6) — (8) such
that w € L>=(0,T; HY(Q) N LY(Q)) and @ € L>(0,T; L*(Q) N coimL).

Below we give a sketch of the proof. The solution of problem (6) — (8) will be sought
in the form of the Galerkin approximation

um(t) =Y af' (). (20)

k=1

Substituting the approximate solution (20) into equation (6) and multipliyng scalarly by
the basis functions {px}7",, we get

(L™, x) = 0*(Au™, o) + (") o) =0, 1<k <m. 21)

Using the series expansions of the initial functions in terms of basis functions, we
obtain the initial conditions for the system of algebraic differential equations (21)

ap'(0) = G, ap'(0) =", 1<k<m, (22)

m m
where uf' = > Bpr — up in B for m — oo, and uf* = > Y@, — up in L2(Q) as
k=1 k=1

m — oo. The existence of a unique local solution u™ = u™(t, x), t € [0,¢™] was proved.
After that, a priori estimates were obtained as follows. Multiplying equation (21) by
ap'(t) (1 < k < m) and summing over k from 1 to m, we get

(L™, 4™) — o (Au™, 0™) + ((u™)?, a™) = 0.

Introduce a norm in the space D (L*(Q) = coim L @ ker L) |u|3,, = (Lu,@). By the
Courant principle, this norm is equivalent to the norm induced by the space H'(2). Using
the self-adjointness of L, A and integrating it on the segment [0,¢],¢ < ¢,, we obtain

. 1
i+ o3 + Sl < C. (23)
The constant C' does not depend on t,, and hence t,, = T.

Remark 4. Due to inequality (23) for m — oo, the sequence of functions 1, is bounded
in the space L°°(0,T; L*(Q2)) and u is bounded in L*°(0,T’; B).

Since the sequence {(u™)?} is bounded in the space L>(0,T; L*/3(f2)), we have

(u™)? = 2 *-weakly in L>(0,T; LY3(Q)). (24)
Moreover, it can be shown that z = u3.
Now we can pass term by term to the limit in equality (21), setting m; = [. Let k be
fixed and [ > k, we get
(1) due to the density of the system of functions {px}}", in the space B for m — oo,
and the arbitrariness of the choice of ¢, we have equality for arbitrary v € B
d2

T3 (L) + a* (Vu, Vo) + (u?,v) = 0. (25)
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(11) u(0) = up;
(iii) ((0), pr) = (u1,x), Vk.

Remark 5. Under the conditions of the theorem 10 and the Rellich-Kondrashov theorem,
the solution to problem (6) — (8) is unique.

Conclusion

Instead of the Cauchy condition in all mathematical models, one can consider the
Showalter—Sidorov condition

Pu®0)—uy) =0, k=0,1,...,n—1, (26)

where P is a projector along the kernel of the operator at the highest derivative with respect
to t. Condition (26) is a natural generalization of the Cauchy condition for Sobolev type
equations.

Further directions of development are seen in the study of semilinear Sobolev type
equations with additive “white noise” [8,9,13|, nonlinear inverse problems [43], as well as
the study of multipoint initial-final problems [11,23, 40].
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IMOJIVIMHEMHBIE MATEMATUYECKIUE MOJIEJIN
COBOJIEBCKOTI'O TUITA

A.A. Bamvwuwasesa', E.B. Buukos
Oxm0-YpasibeKkuit rocy1apeTBeHHbli yHIBePCUTeT, I. JeIa0nHCK,
Poccniickas @enepariust

Crarbs coJep:KUT 0030p PE3y/IbTATOB, IOy YeHHBIX B HAayIHOH mKoJje ['eoprus Anaro-
sibeBrua CBUpHIIOKA, B 0DJIACTH IOJIYJIMHEHHBIX MaTeMaTUIeCKUX Mojieseil co60IeBCKOro
tuna. B pabore mpuBeseHbl pe3yabTaThl 0 paspemmmoctr 3amadn Komm u [Tloyoarepa —
CutopoBa Jjist OJTYJIUNHEHHBIX yPaBHEHUI CODOJIEBCKOTO THIA TIEPBOrO, BTOPOTO U BBHICO-
KOI'0O ITIOPSIJIKOB, a TaK»Ke MPUMEpPhl HEKJIACCUYECKUX MOJIeJIell MaTeMaTUIeCKOl (PU3UKH,
Takue, Kak 0000IIeHHasi MOe/ib HejuHelHoi (duibTpanun OCKOJKOBa, pacipOCTPaHEHNUS
MOHHO-aKyCTUIECKUX BOJIH B ILIa3Me, PACIPOCTPAHEHHUsI BOJH HA MEJIKOW BOJIE, KOTOPBIE
UCCJIEIYIOTCSl Iy TeM PEYKIINU K OJIHOM U3 BBIIIENEPEUNCIEHHBIX abCTPAKTHBIX 3a1a4d. Me-
TOJIBI MCCJIEIOBAHUSI TTOJIYJIMHEHHBIX YpAaBHEHU COO0JIEBCKOTO THIIA OA3UPYETCS HA TEOPUH
OTHOCHUTEJILHO P-OTPAHUIEHHBIX ONIEPATOPOB JJIsl YPABHEHUI EPBOro MOPSIIKA 110 TIepEeMeH-
HO# ¢ W Teopuu OTHOCUTEHHO IOJUHOMUAJBHO OTPAHUYEHHBIX IIYYKOB OIEPATOPOB JIJIs
ypaBHEHHUII BTOPOTO M BBICOKOI'O IOPsiJIKa 110 IepeMeHHOil . B pabore mpumeHsiercsi Me-
To21, (a30BOTr0 MPOCTPAHCTBA, 3AKJIIOYAIONINICS B PEIyKIIMA CHHTYJISIPHOTO YPABHEHUS K
PEryJISIPHOMY, OIPEJIEJIEHHOMY Ha HEKOTOPOM MOIIPOCTPAHCTBE MUCXOJHOTO IIPOCTPAHCTBA,
JUTsI JTOKA3aTeJIbCTBA TEOPEM CYINECTBOBAHUS M €IUHCTBEHHOCTH u MeToj lajmepkuna s
[TOCTPOEHUsI IPUOJINYKEHHOI'O PEIeHUsI.
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