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This paper presents a new approach to modelling the structure of document images
for classification tasks. Each of the document images is considered as a realization of a
stochastic point process. Estimates of the properties of the point process are used to describe
the document structure. The main objective of this paper is to determine the type of a
new document using a nonparametric classification method. A method of classification
of functional properties of point processes based on the concept of statistical depth is
proposed. Practical issues of experimentation are considered. Modeling on real data showed
the effectiveness of the proposed approach.
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Introduction

Recently, there has been a growing need for efficient technologies in the field of
automated document image processing (DIP). Document image classification is a crucial
component of the DIP system [1-3]. When acquiring a document image, it is essential to
categorize it into one or more predefined document types.

This problem can be approached in two ways: as an image classification task or as a
text classification task. The former involves identifying patterns within the image pixels
and evaluating structural features. Document classifiers relying on textual content utilize
optical character recognition (OCR) techniques to extract text from the document image,
which may introduce potential OCR errors.

The key aspects of document classification are as follows:

e document feature representation;
e models of document types;

e classification algorithms;

e training mechanisms.

Document classification is instrumental in sorting document image streams. These
documents can be either single or multi-paged. For this study, we specifically examine
single-page documents. We consider document streams of three types:

e stream of documents of a single, pre-defined class;
e stream of documents spanning several pre-defined classes;

e stream of documents spanning both pre-defined and unknown classes.
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After sorting, each document is assigned to one of the known classes, or it is deemed
unclassifiable. The number of document types in the stream is arbitrary; we focused on
streams with a maximum of 10 classes.

1. Model Description

Business documents are commonly categorized into those with rigid and flexible
structures [4]. In a document with a rigid structure, the layout and static text remain
fixed. In a document with a flexible structure, they undergo various alterations. It is
important to note that the positioning of words in documents with a flexible structure
depends on a combination of several random factors:

e font and font size changes;

adjustments in line spacing;

text wrapping to the next line;

text wrapping to the next page;

removal of words in static text;
e substitution of words in static text.

Let us represent the business document D with flexible structure as a finite set of
special text key points W = {T, B} [4], where

e T is the core of a special text key point, which is represented by a sequence of
characters si, so,...,s,, of some alphabet;

e B denotes the boundary, comprising coordinates of a quadrilateral that bounds the
image of the special text key point, along with quadrilaterals that enclose the images
of each character. These coordinates are normalized by the height and width of the

page.

The tuple {7, B} defines the descriptor of the special text key point. The special text
key point detector is an OCR procedure.

The feature point is a counterpart to the special text key point. Common examples
of image feature points are corners, endpoints of line segments, and other topological
features of an image’s morphological skeleton. In document recognition, feature points are
used to classify and localize documents, or their sections, by comparing them to reference
documents. The approach involves detecting all feature points, rectifying them (e.g., via
RANSAC), and utilizing sets of feature points known as constellations.

Similarly, special text key points and constellations of points can be employed for
document classification. Within a constellation, for each pair of special text key points
(A, B), the following relation can be defined: A ® B. Other relations include:

e w € ¢ — point w belongs to the fragment ¢, where the words are linearly ordered;
e w; < wy — point wy is positioned “prior to” point wsy;

e w; < wy — point w; is positioned “above” point ws.
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The following metrics can be used:

o di(wy,wy) counts the number of points within the interval between w; and ws,
e dy(wy,wy) measures the sum of widths of points located between w;y u wo,

o d, (w1,ws), dy(wy,ws) — the Euclidean distance between the projections of the
boundaries of w; and ws.

Using the described operations and metrics, constellations can be represented as chains
— sequences of points wy,...,w,, where each pair of points is ordered w; < w;y;. For
certain pairs of points (w;,w;) only one or several relations are defined. A straightforward
example of a chain is a sequence of points within a single text line, with the simplest
case being a shingle. Another instance is a sequence of points arranged vertically as w; V
w;+1. Document image classification involves linking all points in the constellation. This
entails attempting to map constellation points to the recognized words based on computed
Levenshtein distances. During this process, all specified relations between chain points are
validated. For both cases of simple chains, training entails constructing chains with a
known structure using the fewest possible points. This requires a labeled training dataset
containing documents from various classes. Training for chains in their general form is
computationally demanding.

We will use a spatial point process as the mathematical representation for a set of
coordinates. Let X denote the point process. Each coordinate of a special text key point
will be viewed as an event. The collection of these coordinates within a document forms
the realization of a point process or the point pattern. It is important to highlight the
difference between the theoretical model, termed the point process, and its realization, a
deterministic arrangement known as a point pattern (denoted by X’). When modelling
documents with flexible structures, we are dealing with numerous realizations (point
patterns) which can be regarded as realizations of the same point process. This collective
ensemble of realizations will be referred to as replicated point patterns.

We utilize summary functions to capture statistical patterns in event arrangements [5,
6]. The functions employed include:

e G-function: Describes the nearest-neighbor distance distribution

~ 1
G(r) = N [x%(;)] Iy, (2)1 (0 < d(z) <),

where N (W, ) represents the number of observed events within the window W,
(see Fig. 1), d(z) is the Euclidean distance to the nearest neighbor, and I is the
indicator function.

e ['-function: Defines the distribution of distances from any randomly selected point

to the nearest event
Fr) = V (Upex b(z, )N W)
v(We,) ’
where b(z, r) is the disc with center z and radius r, and v(A) denotes the volume
of window A.
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Wa,

Fig. 1. Observation window W and reduced window W,

e J-function:

oy (1=GO)
= =F )

e K-function: Determines the cumulative average number of data points lying within
a distance r of a typical data point

JF(r) < 1.

RO = yammar=s o 10<llo -l <0

x1,r2€X

where N (W) stands for the observed events in window W, v(W) represents the area
of window W, and ||-|| signifies the Euclidean norm.

e [-function: A transformation of the K-function

Our approach assumes that, by employing these functions, the original problem can
be redefined as a functional data classification problem [7,8].

2. Studentized Permutation Test

Before diving into the classification task, it is prudent to confirm that the differences
between the groups hold statistical significance. The null hypothesis suggests that there
are no differences between the groups, implying that observed point patterns, regardless
of their group affiliation, are independent and identically distributed random point
patterns. The alternative hypothesis contends that the point patterns within the group
are independent and identically distributed.

Consider g groups of reproducible point patterns, each comprising ny, ..., n, patterns
respectively. Let n;; denote the count of events in the j-th point pattern of the i-th group,

m; g
with w;; = %, n; = Y, n;jand n = ) n;. For each group, we define the averaged function:

j=1 =1
m;
K;(r) = E wi; Kj(r),i=1,...,9
i=1
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Additionally, let us introduce the generalized averaged function:

As a criterion for testing alternative hypotheses, we will employ the test proposed
in [9]

— Kj(r
- > / ).,
1<z<]<g + n]S (T)
mi 7 _ 2
where s3(r) = —= > (Kij (r)— K Z(r)) represents the presumed within-group variances
7 j:1

of estimates for distance 7.
Note that instead of the K-function, one can employ any other summary function,
such as G-,F-, L-, or J-function.

3. Functional Data Classification

In this section, we will describe a classification approach based on the concept of data
depth. Data depth function assesses the proximity of an object to an implicitly defined
class center. Let y € R4, Y represent a random vector and its sample {y1,...,yx} be from
R?, allowing us to estimate the vector’s distribution. Examples of depth functions:

e the Mahalanobis depth [10] is defined as

-1
DM (y|Y) = <1 +(y —my) Sy (y - uy)) :
where 1y determines the location of Y, and Yy represents the spread of Y,

e the affine invariant spatial depth [11] is defined as

D (y[Y) =1— HEY g (E;é y-v)] H ’

where ||-|| represents the Euclidean norm, v (w) = ||w||~" w for w # 0 and v (0) = 0,
Yy is the covariance matrix of Y,

e the projection depth [12] is given by

rj : rj -1
DY (ylY) = inf (1+0™ (y[Yiu))

with OF"7 (y|Y,u) = 7‘YJA1?(§/Y I;H

the median absolute deviation from the median.

, where m denotes the univariate median and MAD

The depth function adheres to the following criteria
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e affine invariance;
e upper semicontinuity;
e quasi-concavity with respect to its first argument;

e approaches zero as the first argument tends towards infinity.

Mosler and Mozharovskyi [13| proposed a two-stage procedure for transforming original
functional data into a low-dimensional space, followed by classification. They suggested
mapping the functional data into a finite-dimensional location-slope space, treating each
observation as a vector of integrals representing its levels (location L) and first derivatives
(slope S) over L and S subintervals of equal size. The data in the (L, S)-space are
then transformed into a depth-depth plot (DD-plot [14]), using a multivariate function,
resulting in a low-dimensional unit cube. Finally, observations from different classes
are separated using a projectively invariant procedure known as the alpha-procedure.
Typically, separation in the depth space can be achieved using established methods like
linear discriminant functions, nearest neighbor classifier, and so forth.

4. Experiment

We conducted an experiment using own custom dataset, which included 1941 images
of bank documents categorized into eight classes.

Table 1

Dataset description

Class 1 2 3 4 5 6 7 8 |
Quantity | 149 [ 59 109 |34 |37 1193 [ 200 160 |

Examples of point patterns for all document types are illustrated in Fig. 2.

In the initial phase of the experiment, property function estimates were computed for
each document utilizing the spatstat package [15]. Estimates for the G-functions of point
patterns are depicted in Fig. 3.

Subsequently, we verified that the distinctions between document groups held
statistical significance. The obtained p-value of 0,001 (see Fig. 4) indicates the rejection
of the null hypothesis in favor of the alternative.

In the second stage, the dataset was split into training and testing sets (50:50).

Next, we trained four classifiers implemented in the ddalpha package [16]: linear
discriminant analysis (LDA), k-nearest-neighbors (kNN) classification, the maximum-
depth (mazDepth) classification and DDa-classifier. Comparative testing results are
presented in Table 2.

The experimental results show that all considered classifiers demonstrate good
classification accuracy, and kNN exhibits the best generalization performance on the
available data.
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Fig. 2. Examples of document point patterns
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Fig. 3. G-function estimates
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Studentized permutation test for grouped point patterns

item ~ type

8 groups: 1, 2, 3,4, 5, &, 7, 8

summary function: Gest, ewaluated on r in [0, 150.301300018927]
test statistic: T, 999 random permutations

data: documents

T = 9271826, p-value = 0.001
alternative hypothesis: not the same G-function

Fig. 4. Hypothesis testing results
Table 2

Classifier testing results

Classifier'\ Function K L G F J

DD« 0,9938 0,9917 0,9938 0,9835 0,9948

maxDepth 0,9928 0,9917 0,9938 0,9845 0,9948

kNN 0,9969 0,9958 0,9979 0,9958 0,9928

LDA 0,9907 0,9938 0,9928 0,9928 0,9938
Conclusion

This paper proposes a method for classifying images of documents with flexible

structures using low-level structural information. We employ a spatial point process to
model documents, representing each document as a point pattern. Collections of documents
of the same type are represented as replicated point patterns. Experimental results confirm
the effectiveness of the proposed approach.
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OQOOEKTUBHBLBIE ITPAKTUNKNW NCIIOJIbBSOBAHUA
ITPOCTPAHCTBEHHOUN MOAEJIN ITPU KJIACCU®PNKAILINN
N30BPAXKEHNN JOKYMEHTOB

0.A. Caasun'?, U.M. SAdnuwescrudit

L®enepanbablit nceaenosarensekuit nentp <Mudopmaruka u yupasienues PAH,
r. MockBa, Poccniickast ®enepariust

2000 «Cwmapt Dumxunc Cepsucs, r. Mocksa, Poccniickas ®eneparns

B nanHOi1 crarhe mpejicTaB/IeH HOBBIM MTOJX0/T K MOJIEIUPOBAHUIO CTPYKTYPhI N300pa-
JKEHUI JOKYMEHTOB Jyisi 3aJiad Kiaccudukanun. Kaxkioe wu3 wn300pakeHuil JOKYMEH-
TOB PACCMATPHUBAETCA KAK PEATU3AIMS CTOXACTUIECKOTO TOUYETHOro mporecca. s omuca-
HUsI CTPYKTYPbI JOKYMEHTa HCIIOJIb3YI0TCsI OIEHKH CBOWCTB TOYeIHOro Ipomecca. OCHOBHAs
IIeJIb JIAHHOU CTAThU — OIPEJIEJIUTH TUII HOBOT'O JIOKYMEHTa C IIOMOIIHIO HElapaMeTPUIecKoro
Meroja Kiaccudukanuu. [Ipemiaraercs mero s Kiaccudukauu GyHKINOHAIBHBIX CBONCTB
TOYEYHBIX ITPOIECCOB, OCHOBAHHBIN HA MOHSTUU CTATUCTUYIECKON riryOmHbI. PaccMoTpeHb
IIPaKTUYIECKUE BOIPOCHI ITPOBEJICHUs dKCIepuMenTa. 1IpoBeiéHHOE MOIE/TMPOBAHUE HA, pe-
AJbHBIX JAHHBIX MOKA3aJM 3PHEKTUBHOCTD MPEITOKEHHOTO TTOIXOIA.

Karouesvie crosa: 2ubkuti dokymenm; Kaaccu@urayusi; mouewhvill npouece; 60CNpPouU3-
800UMDBLE MOUEWHDBIE NAMMEPHDVL; 2AYy0una; DD-Jduazpamma; a-npouedypa.
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