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A concise overview of the spectral theory of integral-functional operators is provided.
In the context of analysis, a technique is described for deriving solutions to equations
involving operators in a closed form. A constructive theorem has been established, outlining
a procedure for determining the eigenvalues and eigenfunctions of these operators. Based
on this theory, an analytical approach for generating solutions to a Volterra-type integro-
functional inhomogeneous equation is proposed. The example illustrates the proposed
theory.
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Volterra operators play essential role in the theory of hereditary dynamical systems
with parameters. Hereditary dynamical systems are systems in which the current state
and behavior are not only determined by recent inputs but are also influenced by past
states or inputs. This introduces a memory element into the system, where previous
information plays a role in shaping the current dynamics. Hereditary dynamical systems
are present in diverse disciplines like power systems, mechanics, geophysics, economics,
and biology. These systems are commonly utilized to represent processes with memory or
delayed responses, where past events impact current behavior.

Let us introduce the following integral-functional Volterra operator

Az = /o K(t,s)x(s)ds + a(t)xz(at), (1)

where kernel K (t,s) is defined and continuous in the domain D = {s,t| —oco < s <t <
+00}, a(t) is continuous for ¢ € R!, «v is constant value, 0 < o < 1. Below we assume
|t < T.

Definition 1. X is eigenvalue of operator A if equation

Az (t) = /0 K(t,s)x(s)ds + a(t)z(at)

has nontrivial solution.

If a(t) = 0, then we have the conventional Volterra operator with all the eigenvalues
A are regular except of A = 0. Therefore, the case a(t) # 0 is of the particular interest.

In [1] it was shown that the theory of the Volterra equations of the first kind with
special discontinuous kernels can be reduced to the integral-functional equations. Volterra
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equations plays essential role in various applications of evolutinary dynamical systems
mathematical modeling.

In [2,3] the problems of solutions construction of the various differential and integral
operator equations with loads (which contain the values of the unknown function at some
fixed points, also called “frozen” argument [4,5]) have been studied, first introduced in [6].

The problem of constructing eigenvalues of integro-functional operators (1) and the
corresponding eigenfunctions have not been considered previously. In this brief paper
we will consider this problem. Let us consider a method for finding the eigenvalues
and eigenfunctions of the operator A (see Theorem below). On this basis, we propose
an analytical method for constructing solutions to an integro-functional inhomogeneous
equation when \ can be an eigenvalue of the operator A :

/Kts 5)ds + a(t)x(at) + £(t). @)

Let the following inequalities be fulfilled:
1) la(t) — a(0)| < I(t)|t|], where I(t) is continuous function, € € (0, 1);
2) la(t)l|ef < qla(0)], ¢ < L.

Theorem 1. Let K(t,s) and a(t) be continuous functzons a( ) # 0,0 < a < 1. Moreover,
let inequalities 1 and 2 be fulfilled. Then X\, = a(0)a™ = 0,1,2,... are eigenvalues
of operator A € L(Ci-r,;y — Cior1)), and functwns gon() ~ t" are an asymptotic
approximation of the corresponding eigenfunctions as t — 0.

Note that the conditions 1, 2 of Theorem are obviously satisfied when a(t) is constant.
Let us consider proof of Theorem. We assume A = a(0)a™ and we will look for non-
trivial solutions to the equation

/ K(t,s)p(s)ds + a(t)p(at)

in the form of the following expansion
p(t) =" + 1" (t), € € (0,1). (3)
Then function v.(t) can be found from equation

a(0)a™t" v (t) =

= —a(O)a"t"+/0 K(t,s)s"™v.(s) d8+/0 K(t,s)s" ds+a(t)((at)” + (at)" 0. (at)), (4)

which can be rewritten as:

t
ve(t) = + a‘v.(at)+

1 t
—— | K(t,s)s"d K(t )" . (s) ds. 5
b [ Kot o [ R ®
Let us introduce the following norm in space Cj_ry :

[Vl = maxe ()], L > 0.
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It is to be noted that based on the conditions 1 and 2, the following function is continuous

a(t) — a(0) 1 t )
te +a(0)antn+5/0 K(t,s)s" ds.

Since € € (0,1) then based on the introduced norm ||v||; and Theorem’ conditions, there
exists L* > 0 such as for L > L* the following evaluation takes place:

@of‘v ! 1
20 Ut + Ty

< QHUEHL'
L

/0 K(t, 5)(s/t)"u.(s) ds

Therefore, eq. (5) in C_7 1 has a unique solution v.(t) which can be found using successive
approximations. Then a(0)a™ is an eigenvalue of the operator A, and ¢, (t) ~ t" is an
asymptotic approximation of the corresponding eigenfunction.

Let us now consider the example of construction of solution of the homogeneous
equation (2) using the proposed technique. Namely, in conditions of Theorem for analytic

K(t,s), f(t).
Example 1. .
Ao(t) = /O o(s)ds + p(t/2) + 2. (6)

Let A\ = 1, here a(t) = 1, « = 1/2, conditions of Theorem are fulfilled, A = 1 is an
eigenvalue. Lets follow Theorem land first consider equation

o(t) = / o(s) ds + o (t/2). (7)

The solution to the equation can be sought in the form: ¢(t) =t +t°v.(t), where v.(t) can
be uniquely determined using the method of successive approximations. In this analytical
case, we apply the method of constructing a solution to the equation in closed form in the
form of a series:

o(t) =t + Z aitt. (8)

Indeed, coefficients a; are easily calculated by the method of indefinite coefficients as

follows
27’1

(2" —1)n

The series (8) converges for V¢ because

an = An_1, M =2,3,...,a9 = const.

@(t):t+z ' 1 11 R (9)

The sum of the constructed series is a nontrivial solution ¢(t) to the homogeneous
equation (7) for |[t| < co. It is obvious that the function ¢(t) belongs to the class of entire
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analytic functions, since series (9) converges for arbitrary ¢. Note that the solution to the
inhomogeneous equation (2) can be sought in the class of functions for which the point
t =0 is a logarithmic singular point.

Indeed, lets search for the solution in the form:

B(t) =14 myt —|—lnt<ln2+th)

=1

Coefficients m;, b; can be calculated using the method of undetermined coefficients as

follows:
1 g it +1 — E 1) =
+A: mzt+nt(1n2+‘ blt)
—2+1—|—E mz(> + (Int — In 2) [ln2+2 b()]

tz—l—l ti+1
' 2 (¢t —1) bi|Int .
++Zm" +1r12 " +Z [n it (z+1)2]

Lets equate expressions containing a logarithm on the left and right hand sides, then terms
not containing a logarithm.

We get:
1.
2 0 tz+1
— hitt = — bi(t 2) b;——
KD D T D DR S
then
2/In2, fori=1
1—(1/2 ’ 10
(1= (/290 {Zl/z, fori=2,3,..., (10)
and coefficients can be determined as follows:
4 2!
by =—, b =——— b1, i=2,3,....
P o ((2@—1)) bt
2‘ [o@) x x
1+ mit' =24+ 14> mi(t/2) —2—-1n2> b (t/2)'+
i=1 i=1 i=1
o0 i+1 2 b titl
t i — —t— b ————,
++;mz+1 2 ;’(z’Jrl)?
from here we get the desired coefficients:
In21i 50— 15 1—— fori=1
m; = ( 1 1n2>/( ) ) 01”2. ) (11)
(— ln221 bf +m;_ 1— — b 112)/(1 — ?)7 fori=2,3,....
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Thus, the coefficients of the desired partial solution to the inhomogeneous equation
are uniquely calculated. Function cp(t) + (t), where ¢(t) is the previously constructed
solution to the homogeneous equation gives the general solution to the original equation
(6) for A = 1.

As footnoted, let us outline that solution of various functional equations with perturbed
argument can be sought in the class of functions with singularity at zero. Indeed, lets
consider simple functional equation z(t) = z(at)+2. Homogeneous equation has nontrivial
solution (constant value). One can search for the solution in the form x(t) = Blnt, and
can easily find B = —2/Int.
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O CIIEKTPAJIBHOI TEOPUU MUHTEIPO-®YHKIIMOHAJIBHEIX
OITEPATOPOB BOJIBTEPPA

JI.H. Cudopos'?
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2X apbunckuii mouTeXHuuecKnii MHCTUTYT, I. Xapoun, Kuraiickasa Haponas peciy6mKa

Ham xkparkuit 0630p CIEKTPAJIbLHON TEOPUH WHTETrPATHHO-(DYHKIIMOHAILHBIX OMEPATO-
poB. B KOHTeKcTe aHa/IM3a OIMCAHA METOMKA [TOJIyYeHNs] PEIIeHnl yPaBHEHUIA C OIlepaTo-

pamMu B 3aMKHYTOIl popMme. YCTAHOBJIEHA KOHCTPYKTUBHAS T€OPEMa, OMUCHIBAIOIIAS IIPO-
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