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The article oversees forecasting model for deviations of the balancing market index and
day-ahead market index according to the maximum similarity sample for different levels of
approximation in the context of positive and negative time-series value. The model is being
tested on the factual data of the Integrated Power system of the Ural, Wholesale market for
electricity and power of the Russian Federation. The offered model is based on the sample of
maximum similarity of the daily digressions by "Day-ahead" market from balancing market
index in the history data of 2009 — 2014 that was acquired from an official web-site of the
wholesale electric power market. Testing of the mathematical model gave the prediction
error of 3,3%. The offered toolkit for forecasting of the main day-ahead and balancing
market parameters is recommended to use for operational work of the industrial enterprise.

Keywords: forecasting models of the main parameters of Russia Energy Market; testing
models for the Integrated Power system of the Ural.

Electric power industry is currently one of the leading sectors of the Russian
economy. According to the results of electric power production in the year 2013 Russia
took the third place. Almost 10% of country‘s GDP falls to the share of electric power.
Equilibrium price of "Day-ahead" market (DAM) is formed in the intersection of demand
and supply curves, which are acquired through the bidding auction process. Cross-picking
of electric energy is being sold on the balancing market (BM), but the price formed on
this market is unbeneficial to each sides of the deal. There appears a necessity in accurate
prognosing methods that give the least prognosing error.

Small scale integration is often used for forecasting of the time series that is to say
predicting not the series itself or the process, but its change or accession. In this model it is
offered to modify first order integration method and to use the deviations of BMI and DAM
time series. This method would help to predict the possible electric power cross-pickings
and, therefore, to enhance the accuracy of already existing methods of forecasting.

The offered model is based on the sample of maximum similarity of the daily digressions
from DAM from the history data of 2009 — 2014 that was acquired from an official web-site
of the wholesale electric power market (http://br.so-ups.ru/).

Now we get to the formal description of the model. Introduce all the necessary
nomenclature: Z(t) = Z(1),Z(2),...,Z(T) is a time series that represents the volume of
consumed energy in the moment of time 7. ZM = Z(t),..., Z (t = M — 1) is a piece of the
time series Z(t), where M is the length of the sample, considering that M € {1,2,...,T}.
The length of the sample is defined as the maximum value from the stable range for
prediction value of each M € [P, 0’?1’32t], where P is the length of prognosis. The prognosis
is built upon the model, described below. MAE (mean absolute error) is calculated through
the following formula: MAE = L 5™ | |y(i) — §(i)|, where ¢ is a moment of time, a datum
point in the sample, moreover t € {1,2,....,7 — M + 1}.
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Modelling of the time series with the help of samples is based on the
supposition that a time series is a sequence of samples [1]. Grounding on this
supposition, we consider two samples of equal length and belonging to one
and the same time series with difference in datum points of sequences k [2]:
IM=Zt), .. Z(t+ M —1), ZM, =Z({t — k), .. Z(t—k+M —1), ke {1,2,...,t —1}.

Consider the prognosis algorithm.

Defining of the new history sample: Z2' ;. is a sample of a time series, which values
are preceding the moment of prognosis T.

Defining of the maximum similarity sample:

For each value of time delay k € {1,2,...,7 — M — 1} the problem of approximation
of the given sample Z} ,, +1-k 18 solved, in other words the sample is being sequentially
compared to all other values of time sequence with shift to unitary vector.

Calculating the approximation through classic linear model would be improper, since
the values of time series can be either positive or negative. The acquired sample is divided
into 2 rows: Zf_,,.1_, > 0 — for positive values of the sample and Z;_,,.; , < 0 for
negative.

Then we calculate the approximate value of the sample for positive values of the sample
and separately for negative using the following formula: ZM = oy ZM, + oo™, where a;
and ap are coefficients, I is a unitary vector |3].

It is necessary to define the values of coefficients from the condition:

M-1
o (Z(t+1i)— Z (t +1i))* — min,
=0

in other words such that the square of deviations of model values from the real ones to is
minimal [4].
Function of approximate error is given by:

M-1 M-1
Hay, ag) Za Z (t+i)—aZ(t —k+1i) — ag)’.
=0 =0

Its value can be calculated with least-squares method [5]:

S22 (ki) oM Z(k + )
SSMYZ(k +0) M ’
S Z(k+4) - Z(T — M +1+1) ]

MY Z(T - M +1 i) '

Zx - A= Zy, where A = {Zl} ZX:[
0

z - |

On the basis of the set problem we get 2 sets of matrices A:

At = | M A== | @3
(7)) ’ (6%) '
Then the coefficients and approximate values of the sample are defined. After this the
values of the correlation modulus is calculated using the formula:

SHZ (t+i) - 2)(Z(t+1) - 2)

VSN i) - 2SN (2 1) - 2)
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From the received values the highest possible is taken and its coherence to the time delay
is found |[2].
With consideration of the maximum value of time delay, coefficients and the sample

length, two approximation equations for positive and negative values of the sample
~+M ~—M
respectively can be written: 7, = a;ZM, + agI™ — for positive values, Z, = azZM, +

asI™ — for negative values. For the researched series the parameter M = 142.

The results of prognosis are presented on fig. 1, where History means the sample
that follows the sample of maximum similarity, values of which are approximate while
composing the prognosis, Forecast are predicted values, Control are real values.

The forecast error for the acquired results is 3,3%.

100

50
L= /

19|20

=1

Histary

Values

— Farecast

-50 Control

=100

-150

Day

Predicting of the 20 values of BMI and DAM deviation according to maximum similarity
sample using certain equations of approximation for positive and negative values

The article suggests mathematical model of forecasting the deviation of BMI and DAM
according to the maximum similarity sample, using selected approximation equations for
positive and negative values. The forecasting error in testing of the model was 3,3%.
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MOJAEJINPOBAHNE OCHOBHBIX ITAPAMETPOB
PBbIHKA HA CYTKWNU BIIEPEJ 1 NTHAEKCA
BAJIAHCHUPVYIOIIIEI'O PBIHKA

B.I. Moxos, T.C. emvarenro

B crarbe paccMOTpeHBI MOJEN MPOrHO3UPOBAHUST OTKJIOHEHUN MHIEKCA OaJaHCHDYIO-
IIIEr0 PHIHKA U PHIHKA HA CYTKH BIIEPE]T IO BHIDOPKE MAKCHMAIBLHOIO IOA00MS JJTsT PA3HBIX
YPaBHEHMI ANIPOKCUMAINK MDY MOJOKHUTEIbHBIX U OTPHUIATENbHBIX 3HAYEHUSX BPEMEH-
HOTO psiga. Mojgenn mpoTecTUpOBaHbI HA (akTuuecKux AAaHHBIX OO0beIVHEHHONW IHEpPro-
cucremMbl ¥Ypasia, OnToBOTO pBIHKA 3eKTpodHepruu u MomaocTu Poccun. Ilpencrasiennas
MaTeMATHIECKast MOJIEJIb OCHOBBIBAETCS HA BEIDOPKE MAKCUMAIHLHOTO MOI00UsT CYTOYHBIX OT-
KJIOHEHWI WHIEKCA HATAHCUPYIOMIEro PHIHKA OT Tapruda PHIHKA HA CYTKHU BIIEPET U3 TAHHBIX
ucropun 2009 — 2014 rr., B3aTbix ¢ odurmagbHoro caiita OmTOBOr0 PHIHKA 3JIEKTPOIHED-
run u momuocTu. Ilpu recrupoBaHun MareMaTuvyecKoi Mozesu Oblia JOCTUIHYTA OIIUOKA
nporrosa 3,3%. IIpeamoKennblii HHCTPYMEHTAPH MTPOrHO3UPOBAHUSA OCHOBHBIX TTAPAMET-
POB PBIHKA, HA CYTKHU BIIEPE U OATAHCUPYIONIETO PHIHKA PEKOMEHIYETCs JJIs OITePAIIMOHHOM
PabOThI TPOMBIIILIEHHBIX TPEANPULATHI HA OMTOBOM PBIHKE 3JEKTPUIECKO IHEPTUN U MOIII-
nocru Poccun.

Katoueente cr06a: modeau npozHo3uposaHus, 0CHOBHHLT NAPAMEMPOE IHEPLEMULECKO20
ponka Poccuu; mecmuposanue modeaets das obsedunennoti snepeocucmems, Ypaaa.
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